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CHAPTER I

INTRODUCTION

In [5] Pornthip Sinutoke studied and generalized theorems from field theory to

semifields. Also, in [2] Chaiwat Namnak generalized some fundamental theorems

of partially ordered semigroups, partially orderings, partially ordered fields and

partially ordered ratio semirings to positive ordered 0-semifields.

In this research we are interested in only semifields which are not fields. We

study convex subgroups of semifields and obtain similar theorems in group theory.

Moreover, we consider vector spaces over a semifield and obtain some theorems that

similar to theorems in vector spaces over a field.

In Chapter II, we introduce some notations and definitions that will be used

throughout this thesis.

In Chapter III, we study convex subgroups of a semifield and strictly finite

subconvex series in a semifield.

In Chapter IV, we study vector spaces over a semifield which satisfies some

property and linear transformations of vector spaces over a semifield.



CHAPTER II

PRELIMINARIES

In this chapter, we give some notation, definitions and examples. In this thesis,

the following notation we will use:

Z is the set of all integers.

Z+ is the set of all positive integers.

Q is the set of all rational numbers.

Q+ is the set of all positive rational numbers.

Q+
0 = Q+ ∪ {0}.

R+ is the set of all positive real numbers.

R+
0 = R+ ∪ {0}.

Definition 2.1. A nonempty set K is said to be a semifield if there are two binary

operators, + (addition) and · (multiplication) on K such that

(1) (K, +) is a commutative semigroup with identity 0,

(2) (K \{0}, · ) is an abelian group and k · 0 = 0 · k = 0 for all k ∈ K, and

(3) x(y + z) = xy + xz for all x, y, z ∈ K.

We always denote the identity of the group (K \{0}, · ) by 1.

Definition 2.2. Let K be a semifield. A nonempty subset L of K is said to be a

subsemifield of K if

(1) 0 ∈ L and L 6= {0},

(2) for all x, y ∈ L , with y 6= 0, implies xy−1 ∈ L, and



(3) for all x, y ∈ L, x + y ∈ L.

Remark 2.3. The intersection of a family of subsemifields of a semifield is a

subsemifield.

Example 2.4. (1) (Q+
0 , +, · ), (R+

0 , +, · ) are semifields.

(2) If we define a binary operation ∗ onQ+
0 by x∗y = max{x, y} for all x, y ∈ Q+

0 .

Then (Q+
0 , ∗, · ) is a semifield but not a subsemifield of all fields.

(3) If we define two binary operations on Z∪{ε} by x�y = x+y, x�ε = ε�x = ε,

ε� ε = ε and x⊕ y = max{x, y}, x⊕ ε = ε⊕ x = x and ε⊕ ε = ε for all x, y ∈ Z.

Then (Z ∪ {ε},⊕,�) is a semifield but not a subsemifield of all fields.

(4) (Q+ ×Q+ ∪ {(0, 0)}, +, · ) is a semifield.

In the remain of this thesis, we consider a semifield which is not a field. By [5],

we have for every nonzero element in a semifield has no additive inverse.

Definition 2.5. Let K be a semifield. Then K is additively cancellative if and only

if x + z = y + z implies that x = y for all x, y, z ∈ K.

Remark 2.6. Let K be a semifield such that 1 + x = 1 + y implies x = y for all

x, y ∈ K. Then K is additively cancellative.

Definition 2.7. Let K and L be semifields. A function f : K → L is a

homomorphism of K into L if

(1) f(x) = 0 if and only if x = 0,

(2) for all x, y ∈ K, f(x + y) = f(x) + f(y), and

(3) for all x, y ∈ K, f(xy) = f(x)f(y).

The multiplicative kernel of f is the set { x ∈ K | f(x) = 1}, denoted by kerf .

3



Note that if f : K → L is a homomorphism of semifields, then kerf is a subgroup

of (K \{0}, · ).

Definition 2.8. A homomorphism f : K → L of semifields K and L is called a

monomorphism if f is injective, an epimorphism if f is surjective and an

isomorphism if f is bijective. Moreover, semifields K and L are isomorphic, denoted

by K ∼= L, if there exists an isomorphism of K onto L.

Definition 2.9. Let K be a semifield and C ⊆ K. Then C is said to be a convex

subset of K if for all x, y ∈ C and α, β ∈ K such that α + β = 1, αx + βy ∈ C.

Proposition 2.10. If C1 and C2 are convex subsets of a semifield K, then C1 +C2,

C1 ∩ C2 and C1C2 = {c1c2 | c1 ∈ C1 and c2 ∈ C2} are convex subsets of K.

Proof. Obviously, C1 + C2 and C1 ∩ C2 are convex subsets of K.

Let x, y ∈ C1C2. Then x = a1b1 and y = a2b2 for some a1, a2 ∈ C1 and

b1, b2 ∈ C2. Let α, β ∈ K be such that α + β = 1.

If a1 = 0, then βa2 = αa1 + βa2 ∈ C1, so αx + βy = βa2b2 ∈ C1C2.

If a2 = 0, then αa1 = αa1 + βa2 ∈ C1, so αx + βy = αa1b1 ∈ C1C2.

Assume that a1 6= 0 and a2 6= 0. Since C1 is a convex subset of K, we have

αa1 + βa2 ∈ C1. Since C2 is a convex subset of K, αa1b1
αa1+βa2

+ βa2b2
αa1+βa2

∈ C2. Hence

αx+βy = αa1b1 +βa2b2 = (αa1 +βa2)( αa1b1
αa1+βa2

+ βa2b2
αa1+βa2

) ∈ C1C2. Therefore C1C2

is a convex subset of K.

4



CHAPTER III

CONVEX SUBGROUPS

OF A SEMIFIELD

In this chapter, we study convex subgroups of a semifield, strictly finite

subconvex series and composition series in a semifield.

Definition 3.1. Let K be a semifield. A nonempty subset C 6={0} of K is a

convex subgroup of K if

(1) for all x, y ∈ C, y 6= 0 implies x
y ∈ C, and

(2) for all x, y ∈ C, α, β ∈ K with α + β = 1, αx + βy ∈ C.

We write C C K or K B C for saying that C is a convex subgroup of K.

Example 3.2. Let K be a semifield.

(1) {1}, K \{0} and K are convex subgroups of K.

(2) Let S be a multiplicative subsemigroup of K \{0}. Then

C =
{

(
m
∑

i=1
aixi)(

n
∑

j=1
bjyj)−1 | m,n ∈ Z+, ai, bj ∈ K, xi, yj ∈ S and

m
∑

i=1
ai =

n
∑

j=1
bj

= 1 for all i ∈ {1, . . . , m} and j ∈ {1, . . . , n}
}

is a convex subgroup of K.

Proof. (2) Let
(

n
∑

i=1
aixi

)(
n
∑

i=1
biyi

)−1,
(

m
∑

j=1
cjzj

)(
m
∑

j=1
djwj

)−1 ∈ C. Then

(

n
∑

i=1

aixi
)(

n
∑

i=1

biyi
)−1

[

(

m
∑

j=1

cjzj
)(

m
∑

j=1

djwj
)−1

]−1

=
(

n
∑

i=1

m
∑

j=1

aidjxiwj
)(

n
∑

i=1

m
∑

j=1

bicjyizj
)−1

∈ C.



Let a, b ∈ K be such that a + b = 1. Then

a
[

(

n
∑

i=1

aixi
)(

n
∑

i=1

biyi
)−1

]

+ b
[

(

m
∑

j=1

cjzj
)(

m
∑

j=1

djwj
)−1

]

=
[

a
(

n
∑

i=1

aixi
)(

m
∑

j=1

djwj
)

+ b
(

m
∑

j=1

cjzj
)(

n
∑

i=1

biyi
)

]

(

n
∑

i=1

m
∑

j=1

bidjyiwj
)−1

=
[

n
∑

i=1

m
∑

j=1

aaidjxiwj +
n

∑

i=1

m
∑

j=1

bbicjyizj

]

(

n
∑

i=1

m
∑

j=1

bidjyiwj
)−1

∈ C.

Hence C is a convex subgroup of K.

Remark 3.3. Let K be a semifield. Then the following statements hold.

If C1 and C2 are convex subgroups of K, then C1C2 = {c1c2 | c1 ∈ C1 and c2 ∈ C2}

and C1 ∩ C2 are convex subgroups of K.

Proof. Let x, y ∈ C1C2 be such that y 6= 0. Then x = c1c2 and y = c̄1c̄2 where

c1, c̄1 ∈ C1 and c2, c̄2 ∈ C2 \{0}. Since C1 and C2 are convex subgroups of K, we

have c1
c̄1
∈ C1 and c2

c̄2
∈ C2. So x

y = c1c2
c̄1c̄2

= c1
c̄1

c2
c̄2
∈ C1C2. By Proposition 2.10, C1C2

is a convex subgroup of K.

Clearly, 1 ∈ C1 ∩ C2, so C1 ∩ C2 6= {0}. Let u, v ∈ C1 ∩ C2 be such that v 6= 0.

Since C1 and C2 are convex subgroups of K, u
v ∈ C1 ∩C2. By Proposition 2.10, we

have C1 ∩ C2 is a convex subgroup of K.

Definition 3.4. Let K be a semifield and C a convex subgroup of K and let K/C

is the set { xC | x ∈ K }. Define two operations + and · on K/C as follow:

for all x, y ∈ K, xC + yC = (x + y)C and xC · yC = xyC.

To show that + and · are well-defined. Since (x + y)C = {(x + y)c | c ∈ C}

= {xc + yc | c ∈ C}, we have (x + y)C ⊆ xC + yC. Let c1, c2 ∈ C be such that

xc1 +yc2 ∈ xC +yC. If x = 0 or y = 0, then we have xC +yC = (x+y)C. Assume
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that x 6= 0 and y 6= 0. Then xc1 + yc2 = (x + y)( xc1
x+y + yc2

x+y ). Since x
x+y + y

x+y = 1,

xc1
x+y + yc2

x+y ∈ C. Hence xC + yC ⊆ (x + y)C. Therefore xC + yC = (x + y)C.

Clearly, xyC ⊆ xCyC. Let c1, c2 ∈ C be such that xc1yc2 ∈ xCyC. Then

xc1yc2 = xyc1c2 ∈ xyC. Thus xCyC ⊆ xyC. Hence xCyC = xyC. Therefore

+ and · are well-defined.

We have K/C is a semifield and K/C is called the quotient semifield of K by C.

Theorem 3.5. Let K be a semifield and C ⊆ Kr{0}. Then C is a convex subgroup

of K if and only if C = kerf for some homomorphism f with domain K.

Proof. Assume that C is a convex subgroup of K. Define f : K → K/C by

f(x) = xC for all x ∈ K. Then f is a homomorphism of K into K/C and C = kerf .

Conversely, let x, y ∈ C and α, β ∈ K be such that α + β = 1. Since C = kerf ,

we obtain that f(x) = f(y) = 1. Thus f(αx + βy) = f(α)f(x) + f(β)f(y) =

f(α)+ f(β) = f(α+β) = f(1) = 1. This implies that x
y , αx+βy ∈ C. Therefore

C is a convex subgroup of K.

Theorem 3.6. ([2]) Let K and L be semifields. If f : K → L an epimorphism,

then K/ kerf ∼= L.

Lemma 3.7. ([2]) Let H be a subsemifield of a semifield K and C a convex

subgroup of K. Then HC = {hc | h ∈ H and c ∈ C} is a subsemifield of K and

H ∩ C is a convex subgroup of H.

Theorem 3.8. ([2]) Let H be a subsemifield of a semifield K and C a convex

subgroup of K. Then H/(H ∩ C) ∼= (HC)/C.

Lemma 3.9. ([2]) Let N and H be convex subgroups of a semifield K and H ⊆ N .

Then N/H is a convex subgroup of K/H.
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Theorem 3.10. ([2]) Let N and H be convex subgroups of a semifield K and

H ⊆ N . Then (K/H)/(N/H) ∼= K/N .

Lemma 3.11. ([2]) Let M and N be semifields and L a convex subgroup of N . If

f : M → N is an epimorphism, then f−1(L) is a convex subgroup of M .

Theorem 3.12. ([2]) Let M and N be semifields and L a convex subgroup of N .

If f : M → N is an epimorphism, then M/f−1(L) ∼= N/L.

Lemma 3.13. Let M and L be subsemifields of a semifield K. If N is a convex

subgroup of M and H is a convex subgroup of L, then (N ∩L)(H ∩M) is a convex

subgroup of M ∩ L.

Proof. By Remark 2.3, M ∩ L is a subsemifield of K. By Lemma 3.7, N ∩ L =

(M ∩ N) ∩ L = (M ∩ L) ∩ N and H ∩ M = (L ∩ H) ∩ M = (M ∩ L) ∩ H are

convex subgroups of M ∩L. By Remark 3.3, (N ∩L)(H ∩M) is a convex subgroup

of M ∩ L.

Theorem 3.14. Let A and B be subsemifields of a semifield K, A∗ ⊆ A r {0} a

convex subgroup of A and B∗ ⊆ B r {0} a convex subgroup of B. Then

(1) A∗(A ∩B∗) is a convex subgroup of A∗(A ∩B),

(2) B∗(A∗ ∩B) is a convex subgroup of B∗(A ∩B), and

(3) (A∗(A ∩B))/(A∗(A ∩B∗)) ∼= (B∗(A ∩B))/(B∗(A∗ ∩B)).

Proof. First, we show that A∗(A ∩ B∗) is a convex subgroup of A∗(A ∩ B). Since

B∗ is a convex subgroup of B, we have B∗ is a convex subgroup of A ∩ B, by

Lemma 3.7 A ∩ B∗ = (A ∩ B) ∩ B∗ is a convex subgroup of A ∩ B. Since A∗ is a

convex subgroup of A, A∗ is a convex subgroup of A ∩ B, by Remark 3.3 we have

A∗(A∩B∗) is a convex subgroup of A∩B. Hence A∗(A∩B∗) is a convex subgroup
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of A∗(A ∩B). Similarly, we have B∗(A∗ ∩B) is a convex subgroup of B∗(A ∩B).

Next, we show that (A∗(A ∩B))/(A∗(A ∩B∗)) ∼= (B∗(A ∩B))/(B∗(A∗ ∩B)).

By Lemma 3.13, (A∗ ∩ B)(A ∩ B∗) is a convex subgroup of A ∩ B. To show that

(A∗(A ∩B))/(A∗(A ∩B∗)) ∼= (A ∩B)/((A∗ ∩B)(A ∩B∗)), let

D = (A ∩B)/((A∗ ∩B)(A ∩B∗)) and define f : A∗(A ∩B) → D by

f(ac) = c((A∗ ∩B)(A ∩B∗)) for all a ∈ A∗ and c ∈ A ∩B.

Let a1, a2 ∈ A∗ and c1, c2 ∈ (A ∩B) be such that a1c1 = a2c2.

If c1 = 0, then we are done. Assume that c1 6= 0. Then a1
a2

= 1
a2

(a1c1) 1
c1

=

1
a2

(a2c2) 1
c1

= c2
c1
∈ A∗ ∩ (A ∩B) = A∗ ∩B ⊆ (A∗ ∩B)(A ∩B∗), so

c2
c1
∈ (A∗ ∩ B)(A ∩ B∗). Hence c1((A∗ ∩ B)(A ∩ B∗)) = c2((A∗ ∩ B)(A ∩ B∗)).

Therefore f is well-defined. Clearly, f is an epimorphism.

Next, we show that kerf = A∗(A ∩ B∗). Let x ∈ kerf . Then x ∈ A∗(A ∩ B)

and f(x) = (A∗ ∩ B)(A ∩ B∗). Thus x = ab for some a ∈ A∗ and b ∈ A ∩ B, so

b((A∗∩B)(A∩B∗)) = (A∗∩B)(A∩B∗). Hence b ∈ (A∗∩B)(A∩B∗). Thus b = b1b2

for some b1 ∈ A∗ ∩B and b2 ∈ A ∩B∗. So we have x = ab = a(b1b2) = (ab1)b2

∈ A∗(A ∩B∗). Hence kerf ⊆ A∗(A ∩B∗). Let y ∈ A∗(A ∩B∗). Then y = y1y2

for some y ∈ A∗ and y2 ∈ A∩B∗. Since A∩B∗ ⊆ (A∗ ∩B)(A∩B∗), it follows that

y2 ∈ (A∗ ∩B)(A ∩B∗). Then y2((A∗ ∩B)(A ∩B∗)) = (A∗ ∩B)(A ∩B∗). Since

A∩B∗ ⊆ A∩B, we have y2 ∈ A∩B. Hence f(y) = f(y1y2) = y2((A∗ ∩B)(A ∩B∗))

= (A∗ ∩ B)(A ∩ B∗). So y ∈ kerf . Thus A∗(A ∩ B∗) ⊆ kerf . Therefore, we have

kerf = A∗(A ∩B∗). By Theorem 3.6, (A∗(A ∩B))/(A∗(A ∩B∗)) ∼= D. Similarly,

we have (B∗(A ∩B))/(B∗(A∗ ∩B)) ∼= D. Hence

(A∗(A ∩B))/(A∗(A ∩B∗)) ∼= (B∗(A ∩B))/(B∗(A∗ ∩B)).

Definition 3.15. Let K be a semifield. A strictly finite subconvex series in K is a

chain of subsemifields of K, i.e., K = K0 BK1 B · · ·BKn such that Ki+1 is a convex

subgroup of Ki for all 0 ≤ i < n and Kl 6= Kj for all l 6= j and l, j ∈ {0, 1, . . . , n}.
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The factors of the series are the quotient semifields Ki/Ki+1. Moreover, the

length of the series is the number of nonidentity factors.

Definition 3.16. Let C : K = K0BK1B· · ·BKn and C ′ : K = K ′
0BK ′

1B· · ·BK ′
m

be two strictly finite subconvex series in a semifield K. Then C ′ is said to be a

refinement of C if every term of C appears in C ′ . Moreover, if C 6= C ′ , then C ′ is

a proper refinement of C.

Definition 3.17. A strictly finite subconvex series in a semifield K such that

K : K = K0 BK1 B · · ·BKn = {1} is called a composition series if it has no proper

refinement.

Two strictly finite subconvex series C and C ′ in a semifield K are equivalent if

there is a 1-1 correspondence between the nontrivial factors of C and the nontrivial

factors of C ′ such that corresponding factors are isomorphic semifields.

Remark 3.18. If C is a composition series of a semifield K, then any refinements

of C are equivalent to C.

Theorem 3.19. Any two strictly finite subconvex series in a semifield have

refinements that are all equivalent.

Proof. Let K be a semifield, K = K0 B K1 B · · ·B Kn B Kn+1 = {1} and

K = L0BL1B· · ·BLmBLm+1 = {1} be two strictly finite subconvex series in K. For

0 ≤ i ≤ n, we have Ki = Ki+1(Ki ∩ L0) B Ki+1(Ki ∩ L1) B · · ·B Ki+1(Ki ∩ Lm) B

Ki+1(Ki ∩ Lm+1) = Ki+1. Let K(i,j) = Ki+1(Ki ∩ Lj) for all 0 ≤ i ≤ n and

0 ≤ j ≤ m. Then we obtain a refinement M : K = K0 B K(0,1) B K(0,2) B · · · B

K(0,m) B K1 B K(1,1) B · · ·B K(1,m) B K2 B · · ·B Kn B K(n,1) B · · ·B K(n,m) B {1}.

Similarly, let L(i,j) = Lj+1(Lj ∩ Ki) for all 0 ≤ i ≤ n and 0 ≤ j ≤ m. Then we

have N : K = L0 BL(1,0) BL(2,0) B · · ·BL(n,0) BL1 BL(1,1) B · · ·BL(n,1) BL2 B · · ·B
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Lm B L(1,m) B · · ·B L(n,m) B {1}. By Theorem 3.14, for 0 ≤ i < n and 0 ≤ j < m,

K(i,j)/K(i,j+1) = Ki+1(Ki ∩ Lj)/Ki+1(Ki ∩ Lj + 1)

∼= Lj+1(Lj ∩Ki)/Lj+1(Lj ∩Ki+1)

= L(i,j)/L(i+1,j)

This implies that K(i,j) = K(i,j+1) if and only if L(i,j) = L(i+1,j). Let M1 and

N1 be strictly finite subconvex series in K. Assume further that M1 and N1 are

obtained from M and N , respectively, by dropping every term which is equal to its

predecessor. Then M1 and N1 are equivalent.

Theorem 3.20. Let K be a semifield which has a composition series. Then any

two composition series are equivalent.

Proof. Let C and C ′ be two composition series in K. By Theorem 3.19, C and C ′

have refinements, say C1 and C ′
1, respectively, and C1

∼= C ′
1. By Remark 3.18, C1

is equivalent to C and C ′
1 is equivalent to C ′ . Hence C and C ′ are equivalent.
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CHAPTER IV

VECTOR SPACES OVER A SEMIFIELD

AND LINEAR TRANSFORMATIONS

In this chapter, we divide the chapter into two parts. First part, we consider

semifields satisfying some property and study vector spaces over a semifield. In

the second part, we are interested in linear transformations of vector spaces over a

semifield.

4.1 Vector Spaces over a Semifield

Definition 4.1.1. Let K be a semifield. A vector space M over K is an abelian

additive group with identity 0, for which there is a function (k, m) 7→ km from

K ×M into M such that for all k1, k2 ∈ K and m1,m2 ∈ M ,

(1) (k1k2)m1 = k1(k2m1),

(2) k1(m1 + m2) = k1m1 + k1m2,

(3) (k1 + k2)m1 = k1m1 + k2m1, and

(4) 1Km1 = m1.

Remark 4.1.2. If M is a vector space over a semifield K, then clearly the following

statements hold:

(1) 0m = 0 for all m ∈ M .

(2) k0 = 0 for all k ∈ K.



(3) −(km) = k(−m) for all k ∈ K and m ∈ M .

Definition 4.1.3. Let M be a vector space over a semifield K. A subspace of M is

a subset of M which is, itself, a vector space over K with the operations of addition

and scalar multiplication of M .

Example 4.1.4. (1) Qn is a vector space over Q+
0 for all n ∈ N.

(2) Rn is a vector space over R+
0 for all n ∈ N.

(3) Q×Q is a vector space over Q+
0 .

(4) Q× R is a vector space over Q+
0 .

Theorem 4.1.5. Let N be a nonempty subset of a vector space M over a

semifield K. Then the following statements are equivalent.

(1) N is a subspace of M .

(2) If n1, n2 ∈ N and k ∈ K, then n1 + n2, kn1 ∈ N .

(3) If n1, n2 ∈ N and k1, k2 ∈ K, then k1n1 + k2n2 ∈ N .

(4) If n1, n2 ∈ N and k ∈ K, then kn1 + n2 ∈ N .

Theorem 4.1.6. The intersection of any collection of subspaces of a vector space M

over a semifield K is also a subspace of M .

Definition 4.1.7. Let M be a vector space over a semifield K. An element m ∈ M

is a linear combination of m1,m2, . . . , mn ∈ M if m = α1m1 + · · ·+αnmn for some

α1, . . . , αn ∈ K. We denote α1m1 + · · · + αnmn by
n
∑

i=1
αimi and we simply write

∑

u∈{m1,...,mn}
αuu.

Next, we simply denote a linear combination of finite elements in a set B,

α1b1 + · · ·+ αnbn where α1, . . . , αn ∈ K, b1, . . . , bn ∈ B, by
∑

b∈B
αbb.
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Definition 4.1.8. Let M be a vector space over a semifield K and S a subset

of M . Moreover, let { Ni | i ∈ I } be the family of all subspaces of M which

contain S. Then
⋂

i∈I
Ni is the subspace of M generated by S and 〈S〉 is the subgroup

of M generated by KS = { ks | k ∈ K and s ∈ S }.

If 〈S〉 = M , then we say that S spans M.

For s1, . . . , sn ∈ S, let 〈s1, . . . , sn〉 denote
〈

{s1, . . . , sn}
〉

and we simply call it

the subspace of M generated by s1, . . . , sn.

We denote the number of elements of S by |S|.

Definition 4.1.9. A subset S of M is linearly independent if it satisfies one of the

following conditions:

(1) S = ∅,

(2) |S| = 1 and S 6= {0},

(3) |S| > 1 and s /∈ 〈S \{s}〉 for all s ∈ S.

Moreover, S is said to be a linearly dependent set if S is not linearly independent.

Remark 4.1.10. If S is a subset of M and 0 ∈ S, then S is linearly dependent.

Definition 4.1.11. Let S be a subset of a vector space M over a semifield. Then

S is a basis of M if S is a linearly independent set which spans M . If M = {0},

then we have ∅ is a basis of M .

Next, we consider a semifield K which satisfies the following property :

(∗) : for all α, β ∈ K there exists a γ ∈ K such that α = β + γ or β = α + γ.

Remark 4.1.12. Let M be a vector space over a semifield K which is not a field

and satisfies the property (∗). Then the following statements hold:
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(1) For all α, β ∈ K and u ∈ M there exists a γ ∈ K such that αu− βu = γu or

αu− βu = −γu.

(2) If B is a subset of M which spans M , then, for all m ∈ M, m =
∑

b∈B
αbεbb

where αb ∈ K and εbb ∈ {b,−b} for all n ∈ B.

(3) for all α, β ∈ K and u ∈ M there exists a γ ∈ K such that γεu = αε1u+αε2u

where εu, εiu ∈ {u,−u} for all i ∈ {1, 2}. Moreover, if α 6= β and u 6= 0, then

γ 6= 0.

(4) If B is a basis of M 6= {0}, then every element m of M can be written

uniquely as m =
∑

b∈B
αbεbb, that is, if m =

∑

b∈B
αbεbb =

∑

b∈B
βbε̄bb, then αb = βb

and εbb = ε̄bb for all b ∈ B.

Proof. (1) Let α, β ∈ K and u ∈ M . Since K satisfies the property (∗), we obtain

that α = β + γ or β = α + γ for some γ ∈ K. If α = β + γ, then αu − βu =

(β +γ)u−βu = γu. Otherwise, β = α+γ. Then αu−βu = αu− (α+γ)u = −γu.

(2) Let m ∈ M . Since B spans M , we have m =
∑

b∈B
αbb +

∑

b∈B
βb(−b) where

αb, βb ∈ K for all b ∈ B. Then m =
∑

b∈B
(αbb − βbb). By (1), for all b ∈ B there

exists γb ∈ K such that αbb− βbb = γbb or αbb− βbb = −γbb, so αbb− βbb = γbb or

γb(−b). Hence m =
∑

b∈B
γbεbb where εbb ∈ {b,−b} for all b ∈ B.

(3) Let α, β ∈ K and u ∈ M .

If ε1u = u = ε2u, then αε1u + βε2u = αu + βu = (α + β)u, choose γ = α + β.

If ε1u = u and ε2u = −u, then done by (1).

If ε1 = −u and ε2u = u, then also done by (1).

If ε1u = −u = ε2u, then αε1u + βε2u = α(−u) + β(−u) = (α + β)(−u), choose

γ = α + β.

Hence there exists a γ ∈ K such that γεu = αε1u + βε2u where εu ∈ {u,−u}.
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Next, assume that α 6= β and u 6= 0. Suppose that γ = 0.

Case 1 Let ε1u = u = ε2u. Then 0 = αu + βu = (α + β)u, so α + β = 0, this is

contradiction.

Case 2 Let ε1u = u and ε2u = −u. Then 0 = αu + β(−u). Since K satisfies the

property (∗), there exists a η ∈ K such that α = β + η or β = α + η.

Case 2.1 Assume that α = β + η, then 0 = βu + ηu + β(−u) = ηu, so η = 0,

this implies that α = β, contradiction.

Case 2.2 Assume that β = α + η. Then 0 = αu + α(−u) + η(−u) = η(−u), so

η = 0. This implies that α = β, contradiction.

Case 3 Let ε1u = −u and ε2u = u. Similar Case 2.

Case 4 Let ε1u = −u = ε2u. Then 0 = α(−u) + β(−u) = (α + β)(−u). This

implies that α + β = 0, contradiction.

(4) Let m ∈ M and
∑

b∈B
αbεbb = m =

∑

b∈B
βbε̄bb where αb, βb ∈ K, εbb ∈ {b,−b}

and ε̄bb ∈ {b,−b} for all b ∈ B. To show that for all b ∈ B, αb = βb and εbb = ε̄bb

if αb 6= 0. First, suppose that there exists b0 ∈ B such that αb0 6= βb0 . Then
∑

b∈B
αbεbb −

∑

b∈B
βbε̄bb = 0. So

∑

b∈B
αbεbb +

∑

b∈B
βbε

′

bb = 0 where ε′bb = −ε̄bb. By (3),

we have
∑

b∈B
ηb ¯̄εbb = 0 where ηb ∈ K and ¯̄εbbb ∈ {b,−b}. Since αb0 6= βb0 , we have

ηb0 6= 0.

If ¯̄εb0b0 = b0, then we have b0 = −
( ∑

b∈B
b 6=b0

ηb
ηb0

¯̄εbb
)

∈ 〈B \{b0}〉, a contradiction.

If ¯̄εb0b0 = −b0, then b0 =
∑

b∈B
b6=b0

ηb
ηb0

¯̄εbb ∈ 〈B \{b0}〉, a contradiction.

Hence αb = βb for all b ∈ B. Next, suppose that there exist a bk ∈ B such that

εbkbk 6= ε̄bkbk. Without loss of generality, assume that εbkbk = bk and ε̄bkbk = −bk.

Then
∑

b∈B
b 6=bk

αbεbb+αbkbk =
∑

b∈B
b 6=bk

βbε̄bkbk−βbkbk, so (αbk +βbk)bk =
∑

b∈B
b 6=bk

βbε̄bb−
∑

b∈B
b 6=bk

αbεbb.

Thus bk =
∑

b∈B
b 6=bk

βb
αbk+βbk

ε̄bb −
∑

b∈B
b6=bk

αb
αbk+βbk

εbb ∈ 〈B \{bk}〉, a contradiction. Hence

εbb = ε̄bb for all b ∈ B.
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Example 4.1.13. (1) Q+
0 and R+

0 are semifields satisfying the property (∗).

(2) (Q+
0 , ∗, · ) and (Z ∪ {ε},⊕,�) in Example 2.4 are semifields satisfying the

property (∗).

(3) (Q+ × Q+) ∪ {(0, 0)} is a semifield but not satisfies the property (∗), since

(1, 2) 6= (2, 1) + (x, y) and (2, 1) 6= (1, 2) + (x, y) for all x, y ∈ Q+
0 .

From now on, we let K(∗) denote a semifield K which satisfies the property (∗).

Theorem 4.1.14. Let M be a vector space over a semifield K(∗). If A is a finite

basis of M , then B is a linearly dependent set for all subsets B of M such that

|B| > |A|.

Proof. Let A = {a1, . . . , an}. Since |B| > |A|, we let b1, . . . , bn, bn+1 be elements

of B which are all distinct. Since |B| > |A|, there exists bi1 ∈ B such that bi1 /∈ A.

Since A spans M , we have bi1 =
n
∑

k=1
αkεkak where αk ∈ K(∗) and εkak ∈ {ak,−ak}

for all k ∈ {1, . . . , n}. If αk = 0 for all k, then bi1 = 0 , so B is linearly dependent.

Assume that αj 6= 0 for some j ∈ {1, . . . , n}.

If εjaj = aj, then aj = 1
αj

bi1 − α1
αj

a1 − · · · − αj−1

αj
aj−1 − αj+1

αj
aj+1 − · · · − αn

αj
an

∈ 〈(A ∪ {bi1}) \{aj}〉.

If εjaj = −aj, then aj = − 1
αj

bi1 + α1
αj

a1 + · · · + αj−1

αj
aj−1 + αj+1

αj
aj+1 + · · · + αn

αj
an

∈ 〈(A ∪ {bi1}) \{aj}〉. Hence we have

aj ∈
〈

(A ∪ {bi1}) \{aj}
〉

(4.1)

Case 1 For all bi ∈ B \{bi1}, bi ∈ A, i.e., |B| = |A| + 1. By (4.1) implies that

M = 〈A〉 =
〈

(A ∪ {bi1}) \{aj}
〉

. But aj ∈ B and we have aj ∈ 〈B \{aj}〉, so B is

linearly dependent.

Case 2 There exists bi2 ∈ B \{bi1} such that bi2 /∈ A. Since A spans M , we have

bi2 =
n
∑

k=1
βkεkak where βk ∈ K(∗) and εkak ∈ {ak,−ak} for all k ∈ {1, . . . , n}. If
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βk = 0 for all k, then bi2 = 0, so B is linearly dependent.

Assume that βr 6= 0 for some r ∈ {1, . . . , n}. By (4.1), aj =
n
∑

s=1
s 6=j

γsεsas + γεbi1

where γ, γs ∈ K(∗) and εsas ∈ {as,−as}, εbi1 ∈ {bi1 ,−bi1} for all s ∈ {1, . . . , n}\{j}.

Since A is linearly independent, γ 6= 0.

Case 2.1 Let r = j. Then

bi2 = β1ε1a1 + · · ·+ βrεrar + · · ·+ βnεnan

= β1ε1a1 + · · ·+ βjεj







n
∑

s=1
s6=j

γsεsas + γεbi1





 + · · ·+ βnεnan

=
n

∑

s=1
s 6=j

ηsε̄sas + ηε̄bi1

where ηs, η ∈ K(∗), ε̄sas ∈ {as,−as}, and ε̄bi1 ∈ {bi1 ,−bi1} for all

i ∈ {1, . . . , n} \ {j}. Since βr 6= 0 and γ 6= 0, we have η 6= 0.

If ηs = 0 for all s 6= j, then bi2 = ηε̄bi1 ∈ 〈B \{bi2}〉, so B is linearly dependent.

Now, we assume that there exists l 6= r such that ηl 6= 0.

If ε̄lal = al, then

al =
1
ηl

bi2 −
η
ηl

ε̄bi1 −
n

∑

s=1
s/∈{j,l}

ηs

ηl
ε̄sas ∈

〈

(A ∪ {bi1 , bi2}) \{aj, al}
〉

.

If ε̄lal = −al, then

al =
1
ηl

(−bi2) +
η
ηl

ε̄bi1 +
n

∑

s=1
s/∈{j,l}

ηs

ηl
ε̄sas ∈

〈

(A ∪ {bi1 , bi2}) \{aj, al}
〉

.

Hence al ∈
〈

(A ∪ {bi1 , bi2}) \{aj, al}
〉

.

Case 2.2 Let r 6= j. Without loss of generality, we assume that r < j. Then

bi2 = β1ε1a1 + · · ·+ βrεrar + · · ·+ βjεj
(

n
∑

s=1
s 6=j

γsεsas + γεbi1

)

+ · · ·+ βnεnan. Since K

satisfies the property (∗), we have bi2 = η1 ¯̄ε1a1 + · · ·+ηr ¯̄εrar + · · ·+ηj−1 ¯̄εj−1aj−1 +

ηj+1 ¯̄εj+1aj+1 + · · ·+ ηn ¯̄εnan + η ¯̄εbi1 where ηi ∈ K(∗), η = βjγ, ¯̄εsas ∈ {as,−as} and
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¯̄εbi1 ∈ {bi1 ,−bi1} for all s 6= j. So bi2 =
n
∑

s=1
s 6=j

ηs ¯̄εsas + η ¯̄εbi1 . If ηs = 0 for all s 6= j,

then η 6= 0 and bi2 = η ¯̄εbi1 ∈ 〈B \{bi2}〉, so B is linearly dependent. Assume that

there exists v 6= r such that ηv 6= 0.

If ¯̄εvav = av, then

av =
1
ηv

bi2 −







n
∑

s=1
s6=r

ηs

ηv
¯̄εsas





− η
ηv

¯̄εbi1 ∈
〈

(A ∪ {bi1 , bi2}) \{aj, av}
〉

.

If ¯̄εvav = −av, then

av =
1
ηv

(−bi2) +







n
∑

s=1
s 6=r

ηs

ηv
¯̄εsas





 +
η
ηv

¯̄εbi1 ∈
〈

(A ∪ {bi1 , bi2}) \{aj, av}
〉

.

Hence av ∈ 〈(A ∪ {bi1 , bi2}) \{aj, av}〉.

By Case 2.1 and Case 2.2, we obtain ak ∈ 〈A∪ {bi1 , bi2}) \{aj, ak}〉 for some k 6= j.

Apply this method Case 2 to other element of B.

If |B \A| = m < n, there exists an element x of A ∩ B such that x ∈ 〈A〉 =

〈(A ∪ {bi1 , . . . , bim}) \{aj1 , . . . , ajm , x}〉 = 〈B \{x}〉, so B is linearly dependent.

If |B \A| ≥ n, then we obtain

aj1 ∈
〈

(A ∪ {bi1}) \{aj1}
〉

,

aj2 ∈
〈

(A ∪ {bi1 , bi2}) \{aj1 , aj2}
〉

, j1 6= j2,

aj3 ∈
〈

(A ∪ {bi1 , bi2 , bi3}) \{aj1 , aj2 , aj3}
〉

, j1, j2 and j3 are distinct,

...

ajn ∈
〈

(A ∪ {bi1 , . . . , bin}) \{aj1 , . . . , ajn}
〉

= 〈bi1 , . . . , bin〉, j1, . . . , jn are distinct.

This implies that M = 〈bi1 , . . . , bin〉. Since bin+1 ∈ B and bin+1 ∈ 〈B \{bin+1}〉, we

have B is linearly dependent.

Theorem 4.1.15. Let A and B be finite subsets of a vector space M over a semifield

K(∗). If they are bases of M , then |A| = |B|.
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Proof. This follows from Theorem 4.1.14.

Theorem 4.1.16. Let B = {b1, . . . , bn} be a maximal linearly independent subset

of a vector space M over a semifield K(∗). Then B is a basis of M .

Proof. Since B is linearly independent, bi /∈ 〈B \{bi}〉 for all i ∈ {1, . . . , n}.

Suppose that 〈B〉 (M . Then there exists an m ∈ M \〈B〉. Claim that B∪{m}

is a linearly independent set. Suppose not. Then there exists a b ∈ 〈B ∪ {m}\{b}〉.

If b = m, then m ∈ 〈B〉, this contradicts that m ∈ M \〈B〉. Assume that b = bj for

some j ∈ {1, . . . , n}. Since bj ∈ 〈B ∪ {m} \{bj}〉, we have bj =
n
∑

i=1
i6=j

αiεibi + αεm

where αi, α ∈ K(∗), εibi ∈ {bi,−bi} and εm ∈ {m,−m}. Since m ∈ M \〈B〉, we have

α 6= 0. If εm = m, then m = − 1
α

n
∑

i=1
i 6=j

αiεibi + 1
αbj ∈ 〈B〉 which is a contradiction.

Otherwise, if εm = −m, then m = 1
α

n
∑

i=1
i6=j

αiεibi − 1
αbj ∈ 〈B〉 which is, again,

contradiction. Hence B ∪ {m} is a linearly independent set. But
∣

∣B ∪ {m}
∣

∣ > |B|,

this contradicts the maximality of B. Hence B spans M . Therefore, B is a basis

of M .

Remark 4.1.17. Let M be a vector space over a semifield K(∗) and B a linearly

independent subset of M . If m ∈ M \〈B〉, then B∪{m} is also linearly independent.

Definition 4.1.18. Let M 6= {0} be a vector space over a semifield K(∗). Then M

is said to be finite-dimensional if M has a finite basis.

The dimension of M , denoted dim M , is the number of elements in a basis of M .

Example 4.1.19. (1) {1} is a basis of Q over Q+
0 . Then dimQ = 1.
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(2) Let e1, . . . , en ∈ Qn be defined by

e1 = (1, 0, . . . , 0, 0)

e2 = (0, 1, . . . , 0, 0)

...

en = (0, 0, . . . , 0, 1).

Then {e1, . . . , en} is a basis of the vector spaces Qn over the field Q. In fact, by

the definition of a vector space over a semifield, we also have that {e1, . . . , en} is a

basis of the vector space Qn over the semifield Q+
0 , hence dimQn = n. Also, this

fact is true if we replace Q by R and Q+
0 by R+

0 .

Theorem 4.1.20. Let M be a vector space over a semifield K(∗) and S a linearly

independent nonempty subset of M . Then there exists a subset B of M such that

S ⊆ B and B is a basis of M .

Proof. Let J = {C ⊆ M | C is linearly independent and S ⊆ C}. Then S ∈ J.

Recall that⊆ is a partial order on J. Let C be a nonempty chain in J and D =
⋃

C∈C
C.

Since S ⊆ C for all C ∈ C, we obtain that S ⊆ D. We claim that D is linearly

independent. Suppose not. Then D 6= ∅ and let x ∈ 〈D \{x}〉 where x ∈ D. Thus

x =
∑

a∈D\{x}
αaεaa where αa ∈ K(∗) and εaa ∈ {a,−a} for all a ∈ D \{x}. Since

C is a chain, there exists a C0 ∈ C such that x, a ∈ C0 for all a ∈ D \{x}. Thus

x ∈ 〈C0 \{x}〉, so C0 is linearly dependent. This is a contradiction. Hence D is

linearly independent. Thus D ∈ J, so D is an upper bound of C in J. By Zorn’s

Lemma, J has a maximal element, say N . Then N is linearly independent and

S ⊆ N .

Next, we show that N spans M . Suppose that 〈N〉 ( M . Then there exists

u ∈ M \〈N〉. By Remark 4.1.17, we have N ∪ {u} is linearly independent. But
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N ( N∪{u} which contradicts the maximality of N . Hence N spans M . Therefore

N is a basis of M and S ⊆ N .

Corollary 4.1.21. Every vector space M over a semifield K(∗) has a basis.

Proof. If M = {0}, then ∅ is a basis of M .

Assume that M 6= {0}. By Theorem 4.1.20, let S be a singleton set of nonzero

element in M .

Theorem 4.1.22. Let M be a finite-dimensional vector space over a semifield K(∗).

If N is a proper subspace of M , then N is finite-dimensional and dimN < dim M .

Proof. Let B be a basis of N . By Theorem 4.1.20, there exists a subset C of M

such that B ⊆ C and C is a basis of M . Since M is finite-dimensional, C is finite,

so B is finite. If |B| = |C|, then C = B and M = 〈C〉 = 〈B〉 = N which is a

contradiction.

Theorem 4.1.23. Let M be a vector space over a semifield K(∗) and S a subset of

M such that S spans M . Then there exists a subset B of S such that B is a basis

of M .

Proof. Let J = {A | A ⊆ S and A is linearly independent}. Then ∅ ∈ J. Let ⊆

be a partially order on J. Let C be a nonempty chain in J and C =
⋃

A∈C
A. Since

A ⊆ S for all A ∈ C, we have C ⊆ S. We claim that C is linearly independent.

Suppose not. Then C 6= ∅ and let x ∈ 〈C \{x}〉 where x ∈ C. Then x =
∑

a∈C\{x}
αaεaa

where αa ∈ K(∗) and εaa ∈ {a,−a} for all a ∈ C \{x}. Since C is a chain, there

exists an A0 ∈ C such that x, a ∈ A0 for all a ∈ C \{x}. Thus x ∈ 〈A0 \{x}〉

which implies that A0 is linearly dependent. This is a contradiction. Hence C is

linearly independent. So C is an upper bound of C in J. By Zorn’s Lemma, J has

a maximal element, say N . Thus N ⊆ S and N is linearly independent.
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Next, suppose that 〈N〉 ( M . If N = S, then 〈N〉 = 〈S〉 = M , this is a

contradiction, so N ( S. If S ⊆ 〈N〉, then M = 〈S〉 ⊆
〈

〈N〉
〉

= 〈N〉 which is

a contradiction, so 〈N〉 ( S. Thus there is a u ∈ S such that u ∈ S \〈N〉. By

Remark 4.1.17, we have N ∪ {u} is linearly independent and N ∪ {u} ⊆ S. But

N ( N∪{u} which contradicts the maximality of N . Hence N spans M . Therefore

N is a basis of M .

Theorem 4.1.24. Let M be a finite-dimensional vector space over a semifield K(∗),

dim M = n, and S a subset of M . Then

(1) S is linearly independent implies that |S| ≤ n,

(2) |S| < n implies that 〈S〉 6= M , and

(3) |S| = n and S spans M implies that S is a basis of M .

Proof. The results (1) and (2) follow from Theorem 4.1.14 and Theorem 4.1.23,

respectively.

(3) Let S = {s1, . . . , sn} and S spans M . Suppose that S is linearly dependent.

Then si ∈ 〈S \{si}〉 for some i ∈ {1, . . . , n}. This implies that S \{si} spans M .

But
∣

∣S \{si}
∣

∣ < n, by (2), we have 〈S \{si}〉 6= M which is a contradiction. Hence

S is linearly independent. Thus S is a basis of M .

Definition 4.1.25. Let M1 and M2 be subspaces of a vector space over a semifield.

Then M1 + M2 is defined to be the set of all elements of the form m1 + m2 where

m1 ∈ M1 and m2 ∈ M2, i.e.,

M1 + M2 = {m1 + m2 | m1 ∈ M1 and m2 ∈ M2}.

Lemma 4.1.26. Let M1 and M2 be subspaces of a vector space M over a

semifield K(∗). Then M1 + M2 is also a subspace of M .
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Theorem 4.1.27. Let M be a vector space over a semifield K(∗) and M1,M2

subspaces of M . Then M1 + M2 is the smallest subspace of M containing both M1

and M2, that is M1 + M2 = 〈M1 ∪M2〉. Moreover, if B1 spans M1 and B2 spans

M2, then B1 ∪B2 spans M1 + M2.

Proof. First, we prove that M1 ∪ M2 spans M1 + M2. Since 0 ∈ M2, we have

M1 ⊆ M1 + M2. Similarly, M2 ⊆ M1 + M2 since 0 ∈ M1. Clearly, M1 + M2 is a

subspace of M containing K(M1 ∪M2), so 〈M1 ∪M2〉 ⊆ M1 + M2.

Let m ∈ M1 + M2. Then m = m1 + m2 for some m1 ∈ M1 and m2 ∈ M2.

Since m1,m2 ∈ 〈M1 ∪ M2〉 and 〈M1 ∪ M2〉 is a subspace of M , we obtain that

m = m1 + m2 ∈ 〈M1 ∪M2〉. Hence M1 + M2 ⊆ 〈M1 ∪ M2〉. Therefore M1 ∪ M2

spans M1 + M2. Clearly, M1 + M2 is the smallest subspace containing M1 and M2.

For the next part, we have M1 = 〈B1〉 ⊆ 〈B1∪B2〉 and M2 = 〈B2〉 ⊆ 〈B1 ∪B2〉.

Then M1∪M2 ⊆ 〈B1∪B2〉 ⊆ 〈M1∪M2〉. So 〈M1∪M2〉 ⊆
〈

〈B1 ∪B2〉
〉

= 〈B1∪B2〉.

Hence 〈M1 ∪M2〉 = 〈B1 ∪ B2〉. Therefore M1 + M2 = 〈B1 ∪ B2〉, this implies that

B1 ∪B2 spans M1 + M2.

Theorem 4.1.28. Let M be a finite-dimensional vector space over a semifield K(∗).

If M1 and M2 are two subspace of M , then

dim(M1 + M2) = dim M1 + dim M2 − dim(M1 ∩M2).

Proof. Let B be a basis of M1 ∩M2. By Theorem 4.1.20, there exists a subset B1

of M1 such that B ⊆ B1 and B1 is a basis of M1 and there exists a subset B2 of M2

such that B ⊆ B2 and B2 is a basis of M2. By Theorem 4.1.27, we have B1 ∪ B2

spans M1 + M2. We claim that B1 ∪B2 is linearly independent.

First, we consider M1 ∩M2 = {0}. Then B = ∅ and B1 ∩B2 ⊆ M1 ∩M2 = {0},

so B1∩B2 = ∅. Suppose that B1∪B2 is linearly dependent. Then there exists a

b ∈ B1 ∪B2 such that b ∈ 〈B1 ∪B2 \{b}〉.
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Case 1 Let b ∈ B1. Then b =
∑

x∈B1\{b}
αxεxx +

∑

y∈B2

βyεyy where αx, βy ∈ K(∗),

εxx ∈ {x,−x} and εyy ∈ {y,−y} for all x ∈ B1 \{b} and y ∈ B2. If βy = 0 for all

y ∈ B2, then b ∈ 〈B1 \{b}〉, this implies that B1 is linearly dependent which is a

contradiction. Hence βy0 6= 0 for some y0 ∈ B2 and we have

−

(

∑

y∈B2

βyεyy

)

=
∑

x∈B1\{b}

αxεxx− b.

The left-handed side is an element of M2 while the right-handed side is an element

of M1. Thus the both sides belong to M1 ∩M2 = {0}. This implies that βy0 = 0

which leads to a contradiction. Hence B1 ∪B2 is linearly independent.

Case 2 Let b ∈ B2. The proof is similar to the Case 1. We have B1 ∪ B2 is also

linearly independent. Hence B1 ∪ B2 is a basis of M1 + M2 and dim(M1 + M2) =

|B1 ∪B2| = |B1|+ |B2| = |B1 ∩B2| = dim M1 + dim M2 = dim(M1 ∩M2).

Next, we assume that M1 ∩M2 6= {0}. If B1 = B or B2 = B, then we are done.

Assume that B ( B1 and B ( B2. Suppose that B1 ∪ B2 is linearly dependent.

Then there exists a b ∈ B1 ∪B2 such that b ∈ 〈B1 ∪B2 \{b}〉.

Let B = {b1, . . . , br}, B1 = {b1, . . . , br, c1, . . . , cs} and

B2 = {b1, . . . , br, d1, . . . , dt}. Then B1 ∪B2 = {b1, . . . , br, c1, . . . , cs, d1, . . . , dt}.

Since b ∈ B1 ∪B2, we obtain that b ∈ B or b ∈ B1 \B or b ∈ B2 \B.

Case 1 Let b ∈ B. Then there exists j ∈ {1, . . . , r} such that b = bj. Since

b ∈ 〈B1 ∪B2 \{b}〉, we have

bj =
r

∑

i=1
i6=j

αiεibi +
s

∑

k=1

βkεkck +
t

∑

l=1

γlεldl (4.2)

where αi, βk, γl ∈ K(∗), εibi ∈ {bi,−bi}, εkck ∈ {ck,−ck} and εldl ∈ {dl,−dl}. Thus

−

(

t
∑

l=1

γlεldl

)

=
r

∑

i=1
i 6=j

αiεibi − bj +
s

∑

k=1

βkεkck.
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The left-handed side is an element of M2 and the right-handed side is an element

of M1. So each side belongs to M1 ∩M2 = 〈B〉. Hence

−

(

t
∑

l=1

γlεldl

)

=
r

∑

m=1

umεmbm (4.3)

r
∑

i=1
i6=j

αiεibi − bj +
s

∑

k=1

βkεkck =
r

∑

n=1

vnεnbn (4.4)

where um, vn ∈ K(∗), εmbm ∈ {bm,−bm} and εnbn ∈ {bn,−bn} for all m,n.

If γl = 0 for all l or βk = 0 for all k, by (4.2) we have bj ∈ 〈B1 \{bj}〉 or

bj ∈ 〈B2 \{bj}〉 which is a contradiction. Hence there exist l0 ∈ {1, . . . , t} and

k0 ∈ {1, . . . , s} such that βk0 6= 0 and γl0 6= 0. By (4.3) and (4.4) we have

dl0 ∈ 〈B2 \{dl0}〉 and ck0 ∈ 〈B1 \{ck0}〉 which is, again, a contradiction. Hence

B1 ∪B2 is linearly independent.

Case 2 Let b ∈ B1 \B. Then b = ci for some i ∈ {1, . . . , s}. Since

b ∈ 〈B1 ∪B2 \{b}〉, we have

ci =
r

∑

j=1

αjεjbj +
s

∑

k=1
k 6=i

βkεkck +
t

∑

l=1

γlεldl (4.5)

where αj, βk, γl ∈ K(∗), εjbj ∈ {bj,−bj}, εkck ∈ {ck,−ck} and εldl ∈ {dl,−dl}.

Thus −
(

t
∑

l=1
γlεldl

)

=
r

∑

j=1
αjεjbj +

s
∑

k=1
k 6=i

βkεkck − ci.

The left-handed side is an element of M2 and the right-handed side is an element

of M1, so each side belongs to M1 ∩M2 = 〈B〉. Hence

−

(

t
∑

l=1

γlεldl

)

=
r

∑

m=1

umεmbm (4.6)

r
∑

j=1

αjεjbj +
s

∑

k=1
k 6=i

βkεkck − ci =
r

∑

n=1

vnεnbn (4.7)

where um, vn ∈ K(∗), εmbm ∈ {bm,−bm} and εnbn ∈ {bn,−bn}.

If γl = 0 for all l, from (4.5) we obtain ci ∈ 〈B1 \{ci}〉 which is a contradiction.
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Hence γl0 6= 0 for some l0 ∈ {1, . . . , t}. By (4.6) implies that dl0 ∈ 〈B2 \{dl0}〉

and by (4.7) we have ci ∈ 〈B1 \{ci}〉 which is also a contradiction. Hence B1 ∪ B2

is linearly independent.

Case 3 Let b ∈ B2 \B. The proof is similar to Case 2. We have B1 ∪B2 is linearly

independent. Thus B1∪B2 is a basis of M1 +M2 and dim(M1 +M2) = |B1∪B2| =

r + s + t = (r + s) + (r + t)− r = dim M1 + dim M2 − dim(M1 ∩M2).

Definition 4.1.29. Let M be a vector space over a semifield K and M1, . . . , Mn

subspaces of M . We say that M is the direct sum of M1, . . . , Mn if

(1) M = M1 + · · ·+ Mn and

(2) Mi ∩
( ∑

j 6=i
Mj

)

= {0} for all i ∈ {1, . . . , n}.

Moreover, we write M = M1 ⊕ · · · ⊕Mn, the direct sum of M1, . . . ,Mn.

Theorem 4.1.30. Let M be a finite-dimensional vector space over a

semifield K(∗) and M1 a subspace of M . Then there exists a subspace M2 such that

M = M1 ⊕M2.

Proof. Let B be a basis of M1. By Theorem 4.1.20, there exists a subset B′ of M

such that B ⊆ B′ and B′ is a basis of M . Let M2 = 〈B′ \B〉. If M1 = {0}, then

M2 = 〈B′〉 and, clearly, M1∩M2 = {0}, so M = M1⊕M2. Assume that M1 6= {0}.

Let B = {b1, . . . , bn} and B′ = {b1, . . . , bn, bn+1, . . . , bm}. Then M2 = 〈bn+1, . . . , bn〉.

Let x ∈ M1 ∩M2. Then
n
∑

i=1
αiεibi = x =

m
∑

j=n+1
βjεjbj where αi, βj ∈ K(∗),

εibi ∈ {bi,−bi} and εjbj ∈ {bj,−bj} for all i ∈ {1, . . . , n} and j ∈ {n + 1, . . . , m}.

If x 6= 0, then there exists i0 ∈ {1, . . . , n} such that αi0 6= 0, thus we have

bi0 ∈ 〈B
′\{bi0}〉 which leads to a contradiction. Hence x = 0 so that M1∩M2 = {0}.

Therefore M is the direct sum of M1 and M2.
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Lemma 4.1.31. Let M be a vector space over a semifield. Then the following

statements are equivalent.

(1) M = M1 ⊕ · · · ⊕Mn.

(2) (2.1) M = M1 + · · ·+ Mn and

(2.2) for m1 ∈ M1, . . . , mn ∈ Mn, m1 + · · ·+ mn = 0 implies that

m1 = 0, . . . , mn = 0.

(3) For all m ∈ M there exist unique m1 ∈ M1, . . . , mn ∈ Mn such that

m = m1 + · · ·+ mn.

Lemma 4.1.32. For a sum of several subspace of a finite-dimensional vector space

over a semifield K(∗), to be direct it is necessary and sufficient that

dim(M1 + · · ·+ Mn) = dim M1 + · · ·+ dim Mn.

Lemma 4.1.33. Let A and B be linearly independent subsets of a vector space

over a semifield K(∗) and A ∩ B = ∅. Then A ∪ B is linearly independent if and

only if 〈A〉 ∩ 〈B〉 = {0}.

Proof. Let x ∈ 〈A〉 ∩ 〈B〉 \{0}. Then
∑

a∈A
αaεaa = x =

∑

b∈B
βbεbb where

αa, βb ∈ K(∗), εaa ∈ {a,−a} and εbb ∈ {b,−b}. Since x 6= 0, there exist an a0 ∈ A

and a b0 ∈ B such that αa0 6= 0 and βb0 6= 0. This implies that a0 ∈ 〈A∪B \{a0}〉,

so A ∪B is linearly dependent.

Conversely, assume that 〈A〉 ∩ 〈B〉 = {0}. Suppose that A ∪B is linearly

dependent. Then there exists an x ∈ A ∪ B such that x ∈ 〈A ∪ B \{x}〉. So

x =
∑

u∈A∪B\{x}
αuεuu where αu ∈ K(∗) and εuu ∈ {u,−u}. Without loss of generality,

assume that x ∈ A. Then x =
∑

v∈A\{x}
αvεvv +

∑

w∈B
αwεww. Thus

x−
∑

v∈A\{x}

αvεv =
∑

w∈B

αwεww ∈ 〈A〉 ∩ 〈B〉 = {0}.
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So x −
∑

v∈A\{x}
αvεv = 0. Hence x =

∑

v∈A\{x}
αvεv ∈ 〈A\{x}〉 which is a contradiction.

Therefore A ∪B is linearly independent.

Remark 4.1.34. Let M be a vector space over a semifield and C1, . . . , Cn subsets

of M . Then 〈C1 ∪ · · · ∪ Cn〉 = 〈C1〉+ · · ·+ 〈Cn〉.

Theorem 4.1.35. Let M be a vector space over a semifield K(∗) and M1, . . . , Mn

subspaces of M . For each i ∈ {1, . . . , n}, let Bi be a basis of Mi. Then M =

M1⊕· · ·⊕Mn if and only if (1) Bi∩Bj = φ for i 6= j and (2)
n
⋃

i=1
Bi is a basis of M .

Proof. Assume that M = M1 ⊕ · · · ⊕Mn.

(1) Let i, j ∈ {1, . . . , n} be such that i 6= j. Then Mi∩Mj ⊆ Mi∩
( ∑

k 6=i
Mk

)

= {0}.

Since Bi ∩Bj ⊆ Mi ∩Mj = {0}, we obtain that Bj ∩Bj = ∅.

(2) By Remark 4.1.34,
〈

n
⋃

i=1
Bi

〉

= 〈B1〉 + · · · + 〈Bn〉 = M1 + · · · + Mn= M ,

so
n
⋃

i=1
Bi spans M . To show that

n
⋃

i=1
Bi is linearly independent. We prove by

induction. Assume that B1 ∪ · · · ∪ Bk is linearly independent for k < n. We

claim that B1 ∪ · · · ∪ Bk+1 is linearly independent. Since
〈

k
⋃

i=1
Bi

〉

∩ 〈Bk+1〉 =

(M1 + · · · + Mk) ∩ Mk+1 = {0} and by Lemma 4.1.33, we have
k+1
⋃

i=1
Bi is linearly

independent. Hence
n
⋃

i=1
Bi is linearly independent. Therefore

n
⋃

i=1
Bi is a basis of M .

Conversely, we show that M = M1 ⊕ · · · ⊕Mn. Clearly, M =
〈

n
⋃

i=1
Bi

〉

=

〈B1〉+ · · ·+ 〈Bn〉 = M1 + · · ·+Mn. Let k ∈ {1, . . . , n}. Since Bk∪
(

n
⋃

i=1
i6=k

Bi
)

=
n
⋃

i=1
Bi

is linearly independent and by Lemma 4.1.33, we have 〈Bk〉 ∩

〈

n
⋃

i=1
i6=k

Bi

〉

= {0}, so

Mk ∩
( n

∑

i=1
i 6=k

Mn

)

= {0}. Hence M = M1 ⊕ · · · ⊕Mn.
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Theorem 4.1.36. Let M be a vector space over a semifield K(∗) and Mi 6= {0} a

subspace of M for all i ∈ {1, . . . , n}. If M = M1 ⊕ · · · ⊕Mn and B ⊆
n
⋃

i=1
Mi is a

basis of M , then B ∩Mi is a basis of Mi for all i ∈ {1, . . . , n}.

Proof. Clearly, M = 〈B〉 =
〈

B ∩
(

n
⋃

i=1
Mi

)

〉

=
〈 n

⋃

i=1
(B ∩Mi)

〉

= 〈B ∩M1〉+ · · ·+

〈B ∩Mn〉. Obviously, 〈B ∩Mi〉 ⊆ Mi for all i ∈ {1, . . . , n}. Let i ∈ {1, . . . , n} and

m ∈ Mi. Then m = m1 + · · · + mn for some m1 ∈ 〈B ∩M1〉, . . . , mn ∈ 〈B ∩Mn〉.

So m −mi = m1 + · · · + mi−1 + mi+1 + · · · + mn ∈ Mi ∩
( n

∑

j=1
j 6=i

Mj

)

= {0}. This

implies that m = mi ∈ 〈B ∩ Mi〉, so Mi ⊆ 〈B ∩ Mi〉. Hence Mi = 〈B ∩Mi〉.

Obviously, B ∩Mi is linearly independent. Hence B ∩Mi is a basis of Mi for all

i ∈ {1, . . . , n}.

Definition 4.1.37. Let M be a vector space over a semifield K and N a subspace

of M . For m ∈ M , let m + N be the set {m + n | n ∈ N} and we call m + N as a

coset of N .

Lemma 4.1.38. Let M be a vector space over a semifield and N a subspace of M .

Then

(1) for all m1, m2 ∈ M, m1 + N = m2 + N if and only if m1 − m2 ∈ N , in

particular, for m ∈ M, m + N = N if and only if m ∈ M ,

(2) for all m1,m2 ∈ M, (m1 + N) ∩ (m2 + N) = ∅ or m1 + N = m2 + N , and

(3) for all m1,m2 ∈ M, (m1 + N) + (m2 + N) = (m1 + m2) + N .

Definition 4.1.39. Let M be a vector space over a semifield K and N a subspace

of M . For α ∈ K and m ∈ M , let α(m + N) = αm + N .

To show that the above operation is well-defined, let m1,m2 ∈ M be such

that m1 + N = m2 + N and α ∈ K. By Lemma 4.1.38, m1 − m2 ∈ N . Then

αm1 − (αm2) = αm1 + α(−m2) = α(m1 −m1) ∈ N , so αm1 + N = αm2 + N .
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Definition 4.1.40. Let M be a vector space over a semifield K and N a subspace

of M . Let M/N = {m + N | m ∈ M}. Then M/N is a vector space over K with

respect to the operations: for all m1,m2 ∈ M and α ∈ K,

(m1 + N) + (m2 + N) = (m1 + m2) + N and α(m1 + N) = αm1 + N.

We have 0 + N is the zero element of M/N and −(m + N) = −m + N for all

m ∈ M . We call M/N as the quotient space of M by N .

Theorem 4.1.41. Let M be a finite-dimensional vector space over a semifield K(∗)

and N a subspace of M . Then M/N is finite-dimensional and dimM/N =

dim M − dim N .

Proof. Let B be a basis of N . By Theorem 4.1.20, there exists a subset B′ of M

such that B ⊆ B′ and B′ is a basis of M . Since M is finite-dimensional, B′ is finite.

If N = M , then M/N = {m + N | m ∈ M} = {N} = 〈∅〉, so dim M/N = 0 =

dim M − dim N .

Next, assume that N (M . We show that {v + N | v ∈ B′ \B} is a basis

of M/N . Let m ∈ M . Since B′ spans M , we have m =
∑

u∈B′
αuεuu for some

αu ∈ K(∗) and εuu ∈ {u,−u}. Then m + N =
(

∑

u∈B′
αuεuu

)

+ N =
(

∑

v∈B′\B
αvεvv+

∑

w∈B
αwεww

)

+N . Since B spans N , we obtain that
∑

w∈B
αwεww ∈ N .

By Lemma 4.1.38, we have
∑

w∈B
αwεww + N = N . So m + N =

∑

v∈B′\B
αvεvv + N

=
∑

v∈B′\B
αvεv(v +N)∈

〈

{v + N | v ∈ B′ \B}
〉

where εv(v +N) ∈ {v +N,−v +N}.

Hence {v + N | v ∈ B′ \B} spans M/N . We claim that {v + N | v ∈ B′\B} is a

linearly independent set. Suppose not. Then there exists a v0 ∈ B′ \B such that

v0 + N ∈ 〈{v + N | v ∈ B′ \B} \{v0 + N}〉. Thus v0 + N =
∑

v∈B
′\B

v 6=v0

βvεv(v + N)

=
(

∑

v∈B
′\B

v 6=v0

βvεvv
)

+ N where βv ∈ K(∗), εv(v + N) ∈ {v + N,−v + N} and
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εvv ∈ {v,−v} for all v ∈ B′\B. By Lemma 4.1.38, v0−
(

∑

v∈B
′\B

v 6=v0

βvεvv
)

∈ N = 〈B〉,

so v0 −
(

∑

v∈B
′\B

v 6=v0

βvεvv
)

=
∑

b∈B
γbεbb where γb ∈ K(∗) and εbb ∈ {b,−b}. Thus

v0 =
(

∑

v∈B
′\B

v 6=v0

βvεvv
)

+
∑

b∈B
γbεbb∈ 〈B

′ \{v0}〉, this implies B′ is linearly dependent

which is a contradiction. Hence {v + N | v ∈ B′ \B} is linearly independent. Thus

{v + N | v ∈ B′ \B} is a basis of M/N and we have u1 +N 6= u2 +N if u1 6= u2 in

B′\B. Hence dim M/N =
∣

∣{v+N | v ∈ B′\B}
∣

∣ = |B′|−|B| = dim M−dim N.

4.2 Linear Transformations

Definition 4.2.1. Let M and N be vector spaces over a semifield K and T a

mapping from M into N . Then T is said to be a linear transformation if for all

m1,m2 ∈ M and α, β ∈ K, T (αm1 + βm2) = αT (m1) + βT (m2).

Example 4.2.2. Let n and m be positive integers, with m < n and let M = Rn,

N = Rm be vector spaces over R+
0 . Then we have the mapping T : M → N defined

by T (x1, . . . , xn) = (x1, . . . , xm) for all (x1, . . . , xn) ∈ Rn is a linear transformation.

Remark 4.2.3. Let T be a linear transformation of a vector space M into a vector

space N over the same semifield. Then T (0) = 0 and T (−m) = −T (m) for all

m ∈ M .

Lemma 4.2.4. Let M and N be vector spaces over a semifield K and T : M → N .

Then the following statements are equivalent.

(1) T is a linear transformation.

(2) For all m1,m2 ∈ M and α ∈ K, T (m1 + m2) = T (m1) + T (m2) and

T (αm1) = αT (m1).

32



(3) For all m1,m2 ∈ M and α ∈ K, T (αm1 + m2) = αT (m1) + T (m2).

Notation. For any function T : M → N , we denote the range of T by ImT .

Lemma 4.2.5. Let M and N be vector space over a semifield K and T : M → N

a linear transformation. Then the following statements hold.

(1) T is injective if and only if T (m) = 0 implies that m = 0 for all m ∈ M .

(2) If M1 is a subspace of M , then T (M1) is a subspace of N . Hence Im T is a

subspace of N .

(3) If B is a subset of M which spans M , then T (B) spans ImT .

(4) If M is finite-dimensional and K satisfies the property (∗), then ImT is

finite-dimensional.

(5) If N1 is a subspace of N , then T−1[N1] is a subspace of M . Hence T−1[0] is a

subspace of M .

Proof. The proofs of (1), (2) and (5) are clear.

To proof (3), let y ∈ ImT . Then y = T (x) for some x ∈ M . Since B spans M ,

it follows that x =
∑

b∈B
αbb +

∑

b∈B
βb(−b) where αb, βb ∈ K. Then

y = T (x) = T
(

∑

b∈B

αbb +
∑

b∈B

βb(−b)
)

=
∑

b∈B

αbT (b)−
∑

b∈B

βbT (b) ∈ 〈T (B)〉.

Hence T (B) spans ImT .

(4) As a result of (3), T (B) spans Im T . By Theorem 4.1.23, there exists a

subset B′ of T (B) such that B′ is a basis of ImT . Since T (B) is finite, B′ is finite.

Hence ImT is finite-dimensional.

Theorem 4.2.6. Let M and N be vector spaces over a semifield K(∗) and let

B = {b1, . . . , bn} be a basis of M where bi 6= bj for i 6= j. If {c1, . . . , cn} is a
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subset of N , then there exists a unique linear transformation T : M → N such that

T (bi) = ci for all i ∈ {1, . . . , n}.

Proof. Since B is a basis of M , by Remark 4.1.12, every m ∈ M can be written

uniquely as m =
n
∑

i=1
αiεibi where αi ∈ K(∗) and εibi ∈ {bi,−bi} for all i. Define

T : M → N by

T (m) =
n

∑

i=1

αiεici for all m ∈ M.

Clearly, T (bi) = ci for all i ∈ {1, . . . , n}. Let T ′ : M → N be a linear transformation

such that T ′(bi) = ci for all i ∈ {1, . . . , n}. Then T
( n

∑

i=1
αiεibi

)

=
n
∑

i=1
αiεiT (bi) =

n
∑

i=1
αiεici =

n
∑

i=1
αiεiT

′(bi) = T ′
( n

∑

i=1
αiεibi

)

. Thus T = T ′ . Hence T is the unique

linear transformation from M into N such that T (bi) = ci for all i ∈ {1, . . . , n}.

Definition 4.2.7. Let M1 and M2 be vector spaces over the same semifield and T

a linear transformation of M1 into M2. The kernel of T , denote by Ker T , is the

set {m ∈ M1 | T (m) = 0}.

Remark 4.2.8. Let M, N and L be vector spaces over a semifield K(∗). Then the

following statements hold.

(1) If T1 : M → N and T2 : M → L are linear transformations, then

T2 ◦ T1 : M → L is also a linear transformation.

(2) If T is a 1-1 linear transformation of M onto N , then T−1 is a linear

transformation of N onto M .

(3) T1 : M → N and T2 : N → L are 1-1 and onto linear transformations, then

T2 ◦ T1 : M → L is also a 1-1 and onto linear transformation.

(4) If T is a 1-1 linear transformation of M onto N and B is a basis of M , then

T (B) is a basis of N .
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Proof. The proofs of (1), (2) and (3) are obvious.

(4) Clearly, T (B) spans N . Next, we show T (B) is linearly independent.

If B = ∅, then T (B) = ∅ is linearly independent. Assume that B 6= ∅.

Suppose that T (B) is linearly dependent. Then there exists a b0 ∈ B such that

T (b0) =
∑

b∈B\{b0}
αbεbT (b) where αb ∈ K(∗) and εbT (b) ∈

{

T (b),−T (b)
}

. Thus

T
(

b0 −
∑

b∈B\{b0}
αbεbb

)

= 0. Since T is 1-1, we have b0 −
∑

b∈B\{b0}
αbεbb = 0, so

b0 =
∑

b∈B\{b0}
αbεbb ∈ 〈B \{b0}〉 which is a contradiction. Hence T (B) is linearly

independent. Therefore T (B) is a basis of N .

Theorem 4.2.9. Let M and L be vector spaces over a semifield K(∗) and

T : M → L a linear transformation. If B is a basis of the kernel of T and B′

is a basis of M such that B ⊆ B′ , then

(1) for all b1, b2 ∈ B′ \B, b1 6= b2 implies that T (b1) 6= T (b2) and

(2) T (B′ \B) is a basis of ImT .

Proof. By Lemma 4.2.5, T (B′) spans ImT . Since T (b) = 0 for all b ∈ B, we obtain

that T (B′ \B) spans ImT . Next, we prove that T (B′ \B) is linearly independent.

Suppose not. Then there exists a b0 ∈ B′\B such that T (b0) ∈
〈

T (B′\B)\{T (b0)}
〉

.

Thus T (b0) =
∑

u∈B
′\B

u 6=b0

αuεuT (u) where αu ∈ K(∗) and εuT (u) ∈
{

T (u),−T (u)
}

. So

T (b0) = T
(

∑

u∈B
′\B

u6=b0

αuεuu
)

, we have T
(

b0 −
∑

u∈B
′\B

u6=b0

αuεuu
)

= 0. Hence

b0 −
∑

u∈B
′\B

u 6=b0

αuεuu =
∑

w∈B
βwεww where βw ∈ K(∗) and εww ∈ {w,−w}. So we have

b0 ∈ 〈B
′ \ {b0}〉 which is a contradiction. Thus T (B′ \B) is linearly independent,

so T (B′ \B) is a basis of ImT .

Theorem 4.2.10. Let M and L be vector spaces over a semifield K(∗) and

T : M → L a linear transformation. If M is finite-dimensional, then
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dim(ImT ) + dim(KerT ) = dim M .

Proof. Let B be a basis of KerT . By Theorem 4.1.20, there exists a subset B′ of M

such that B′ is a basis of M and B ⊆ B′ . By Theorem 4.2.9, T (B′ \B) is a basis

of ImT and dim(ImT ) + dim(KerT ) =
∣

∣T (B′ \B)
∣

∣ + |B| =
∣

∣B′ \B
∣

∣ + |B| = |B′ | =

dim M .

Definition 4.2.11. Let M and N be vector spaces over a semifield K(∗) and let

L(M,N) = {T : M → N | T is a linear transformation}. Then L(M, N) is a vector

space over K(∗) with the operations defined as follows, for T, U ∈ L(M,N), m ∈ M

and α ∈ K(∗),

(T + U)(m) = T (m) + U(m) and (αT )(m) = αT (m).

Remark 4.2.12. Let M1, M2 and M3 be vector spaces over a semifield K(∗). For

α ∈ K(∗), T1, T2 ∈ L(M1,M2) and U1, U2 ∈ L(M2,M3),

U1 ◦ T1 ∈ L(M1, M3),

U1 ◦ (T1 + T2) = U1 ◦ T1 + U1 ◦ T2,

(U1 + U2) ◦ T1 = U1 ◦ T1 + U2 ◦ T1, and

α(U1 ◦ T1) = (αU1) ◦ T1 = U1 ◦ (αT1).

Theorem 4.2.13. Let M and N be finite-dimensional vector spaces over a

semifield K(∗), dim M = m and dim N = n. Then dim L(M,N) = nm.

Proof. Let B = {u1, . . . , um} and B′ = {b1, . . . , bn} be bases of M and N ,

respectively. By Theorem 4.2.6, for i ∈ {1, . . . , n} and j ∈ {1, . . . , m},

there exists a Tij ∈ L(M, N) such that Tij(uk) =















bi, if k = j,

0, if k 6= j.
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So Tij(uk) = δjkbi where δjk =















1, if k = j,

0, if k 6= j.

We show that C =
{

Tij | i ∈ {1, . . . , n} and j ∈ {1, . . . , m}
}

is a basis

of L(M,N). Since T (uj) ∈ N = 〈B′〉 for j ∈ {1, . . . , m}, we have

T (uj) =
n
∑

i=1
αijεijbi where αij ∈ K(∗) and εijbi ∈ {bi,−bi} for all j ∈ {1, . . . , m}.

Thus for j ∈ {1, . . . , m},

T (uj) =
n

∑

i=1

αijεijbi

=
n

∑

i=1

(

m
∑

k=1

αikδkj

)

εijbi

=
n

∑

i=1

m
∑

k=1

αikεijTik(uj)

=

(

n
∑

i=1

m
∑

k=1

αikεijTik

)

(uj).

Hence T =
n
∑

i=1

m
∑

k=1
αikεijTik ∈ 〈C〉. Therefore, C spans L(M, N).

Next, we show that C is linearly independent. Suppose not. Then there exist

k ∈ {1, . . . , n} and l ∈ {1, . . . ,m} such that Tkl =
n
∑

i=1

m
∑

j=1
βijεijTij(ur) where

βij ∈ K(∗), εijTij ∈ {Tij,−Tij} and βkl = 0. But

Tij(ur) =















bi, if j = r,

0, if j 6= r.

So we have bk = Tkl(ul) =
n
∑

i=1

m
∑

j=1
βijεijTij(ul) =

n
∑

i=1
βilεilbi. Since βkl = 0, we

have bk =
n
∑

i=1
i 6=k

βilεilbi∈ 〈B
′ \{bk}〉. This is a contradiction. Hence C is linearly

independent. Therefore C is a basis of L(M,N) and dim L(M, N) = |C| = nm.

Theorem 4.2.14. Let M and L be finite-dimensional vector spaces over a

semifield K(∗) and T : M → L a linear transformation. If dimM = dim L, then T

is 1-1 if and only if T is onto.
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Proof. By Theorem 4.2.10, dim(Ker T ) + dim(Im T ) = dim L. Assume that T is

1-1. By Lemma 4.2.5, KerT = {0}, so dim(KerT ) = 0. Then dimL = dim(ImT ).

By Theorem 4.1.22, L = ImT . Hence T is onto.

Conversely, assume that T is onto. Then L = Im T , so dim(Ker T ) = 0. Thus

KerT = {0}. Hence T is 1-1.

Definition 4.2.15. Let M and N be vector spaces over the same semifield. We

say that M is isomorphic to N, denoted by M ∼= N , if there exists a 1-1 linear

transformation from M onto N .

Theorem 4.2.16. Let M be a finite-dimensional vector space over K(∗) and

dim M = m, then M ∼= Km.

Proof. Let B = {b1, . . . , bm} be a basis of M . Then, for x ∈ M , we have

x =
m
∑

i=1
αiεibi where αi ∈ K(∗) and εibi ∈ {bi,−bi}. Define T : M → Km by

T (x) = T
(

m
∑

i=1

αiεibi

)

= (α1, α2, . . . , αm) for all x ∈ M.

Since Remark 4.1.12, T is a well-defined. Clearly, T is and onto linear

transformation.

Corollary 4.2.17. Let M and L be finite-dimensional vector spaces over a

semifield K(∗). Then dim M = dim L if and only if M ∼= L.

Now, we consider a semifield K which satisfies the property (∗) and there exists

a field FK such that K is a subsemifield of FK .

Definition 4.2.18. Let K be a semifield which satisfies the property (∗) and FK

a field containing a subsemifield K. A linear transformation from a vector space

M over K into FK is called a linear functional. Moreover, let M∗ = L(M, FK) and

M∗∗ = (M∗)∗. Then M∗ is the dual space of M and M∗∗ the double dual of M.
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Remark 4.2.19. If M is a finite-dimensional vector space over a semifield K(∗),

then dim M = dim M∗ = dim M∗∗.

Theorem 4.2.20. Let M be a finite-dimensional vector space over a

semifield K(∗), dim M = n, and B = {b1, . . . , bn} a basis of M . For each

i ∈ {1, . . . , n}, let fi ∈ M∗ be such that

fi(bj) =















1, if j = i,

0, if j 6= i.

Then the following statements hold.

(1) {f1, . . . , fn} is a basis of M∗ which is called the dual basis of B.

(2) For all f ∈ M∗, f =
n
∑

i=1
f(bi)fi.

(3) For all m ∈ M, m =
n
∑

i=1
fi(m)bi.

Proof. (1) This follows from the proof of Theorem 4.2.13.

(2) Let f ∈ M∗. Then
( n

∑

i=1
f(bi)fi

)

(bj) =
n
∑

i=1
f(bi)fi(bj) = f(bj) for all

j ∈ {1, . . . , n}. Hence f =
n
∑

i=1
f(bi)fi.

(3) Let m ∈ M . Then m =
n
∑

j=1
αjεjbj where αj ∈ K(∗) and εjbj ∈ {bj,−bj}.

Thus

n
∑

i=1

fi(m)bi =
n

∑

i=1

fi

(

n
∑

j=1

αjεjbj

)

bi

=
n

∑

i=1

n
∑

j=1

αjεjfi(bj)bi

=
n

∑

i=1

αiεibi

= m.

Hence m =
n
∑

i=1
fi(m)bi.
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Theorem 4.2.21. Let M be a vector space over a semifield K(∗). For m ∈ M , if

f(m) = 0 for all f ∈ M∗, then m = 0.

Proof. Let m ∈ M \{0}. Then {m} is linearly independent. By Theorem 4.1.20,

there exists a subset B of M such that B is linearly independent and {m} ⊆ B.

By Theorem 4.2.6, there exists a unique linear transformation f : M → FK such

that f(b) = 1 for all b ∈ B where FK is a field containing a subsemifield K. Since

{m} ⊆ B, we have m ∈ B. Thus f(m) 6= 0.

Let FK be a field containing a semifield K and M a vector space over K. For

m ∈ M , define Lm : M∗ → FK by

Lm(f) = f(m) for all f ∈ M∗.

Then Lm ∈ M∗∗ for all m ∈ M and hence {Lm | m ∈ M} is a subset of M∗∗.

Theorem 4.2.22. Let M be a vector space over a semifield K(∗). Then

(1) the mapping m 7→ Lm is a 1-1 linear transformation of M into M∗∗ and

(2) if M is finite-dimensional, then

(2.1) the mapping m 7→ Lm is a 1-1 linear transformation of M onto M∗∗ and

(2.2) for all L ∈ M∗∗ there exists a unique m ∈ M such that L = Lm.

Proof. Let ϕ denote the mapping m 7→ Lm.

(1) Let m1,m2 ∈ M and α, β ∈ K(∗). Then, for all f ∈ M∗,

Lαm1+βm2(f) = f(αm1 + βm2)

= αf(m1) + βf(m2)

= αLm1(f) + βLm2(f)

= (αLm1 + βLm2)(f).
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Hence ϕ(αm1 + βm2) = Lαm1+βm2 = αLm1 + βLm2 = αϕ(m1) + βϕ(m2). So ϕ is

a linear transformation. Let m ∈ M be such that Lm = ϕ(m) = 0. Then for all

f ∈ M∗, we obtain that 0 = Lm(f) = f(m). By Theorem 4.2.21, m = 0. Hence ϕ

is 1-1.

(2.1) Since M is finite-dimensional, dimM = dim M∗∗. By (1) and

Theorem 4.2.14, ϕ is onto.

(2.2) This follows from (2.1).

Theorem 4.2.23. Let M be a finite-dimensional vector space over a semifieldK(∗).

Then each basis of M∗ is the dual basis of some basis of M .

Proof. Let dim M = n and B = {f1, . . . , fn} be a basis of M∗. Moreover, let

{L1, . . . , Ln} be the dual basis of B where, for i, j ∈ {1, . . . , n},

Li(fj) =















1, if i = j,

0, if i 6= j.

By Theorem 4.2.22, for i ∈ {1, . . . , n} there exists an mi ∈ M such that Li = Lmi .

Since the mapping mi 7→ Lmi is a 1-1 linear transformation of M onto M∗∗ and

{Lm1 , . . . , Lmn} is a basis of M∗∗, we have {m1, . . . , mn} is a basis of M . By

Theorem 4.2.20, {f1, . . . , fn} is the dual basis of {m1, . . . , mn}.

Definition 4.2.24. Let M be a vector space over a semifield. For S ⊆ M , let S◦

be the set {f ∈ M∗ | f(m) = 0 for all m ∈ S} and S◦◦ = (S◦)◦. Then S◦ is called

the annihilator of S.

Remark 4.2.25. Let M be a vector space over a semifield. Then

(1) S◦ is a subspace of M∗ for all subset S of M ,

(2) {0}◦ = M∗,
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(3) M◦ = {0},

(4) for all subsets S1, S2 of M , S1 ⊆ S2 implies that S◦2 ⊆ S◦1 ,

(5) for all subsets S1, S2 of M , S◦1 + S◦2 ⊆ (S1 ∩ S2)◦, and

(6) for all subsets S1, S2 of M, S◦1 ∩ S◦2 ⊆ (S1 + S2)◦ and they are equal if

0 ∈ S1 ∩ S2.

Theorem 4.2.26. Let M be a finite-dimensional vector space over a semifield K(∗)

and N a subspace of M . Then dim N + dim N◦ = dim M .

Proof. Let B be a basis of N . By Theorem 4.1.20, there exists a subset B′ of M

such that B ⊆ B′ and B′ is a basis of M . For b ∈ B′ , let f b ∈ M∗ be such that

f b(u) =















1, if u = b,

0, if u 6= b.

By Theorem 4.2.20, {f b | b ∈ B′} is a basis of M∗. If B = B′ , then N◦ = M◦ = {0},

so dim M = dim N + 0 = dim N + dim N◦. Assume that B ( B′ . Let f ∈ N◦. By

Theorem 4.2.20, f =
∑

b∈B′
f(b)f b. Since f ∈ N◦, we have f(u) = 0 for all u ∈ B.

Thus f =
∑

b∈B′\B
f(b)f b ∈

〈

{f b | b ∈ B′ \B}
〉

. Hence {f b | b ∈ B′ \B} spans N◦.

Clearly, {f b | b ∈ B′ \B} is linearly independent. Hence {f b | b ∈ B′ \B} is a basis

of N◦ and dim M = |B′ | = |B|+ |B′ \B| = dim N + dim N◦.

Theorem 4.2.27. Let M be a finite-dimensional vector space over a semifield K(∗).

Then

(1) N is a subspace of M implies that dimM = dim N◦◦ and

(2) for any subset S of M , dim S◦ + dim S◦◦ = dim M .

Proof. This is clear by applying Theorem 4.2.26.
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Theorem 4.2.28. Let M be a vector space over a semifield K(∗) and N a subspace

of M . Then the following statements hold.

(1) For all n ∈ N, Ln ∈ N◦◦.

(2) The mapping n 7→ Ln is a 1-1 linear transformation of N into N◦◦.

(3) If M is finite-dimensional, then the mapping in (2) is 1-1 and onto.

Proof. (1) Let n ∈ N and f ∈ N◦. Then f(u) = 0 for all u ∈ N , so f(n) = 0.

Hence Ln(f) = f(n) = 0. Therefore Ln ∈ N◦.

(2) This follows from (1) and Theorem 4.2.22.

(3) Let ψ be the mapping n 7→ Ln. By (2), dim(Imψ) = dim N = dim N◦◦. By

Theorem 4.1.22, Imψ = N◦◦. Thus ψ is onto. Hence ψ is 1-1 and onto.
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