
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

การพัฒนาแบบจ าลองเพ่ือท านายความน่าเชื่อถือของชั้นหล่อลื่นในฮาร์ดดิสก์ไดร์ฟ 

นางสาวอนันตญา วงศ์ค าลือ 

วิทยานิพนธ์นี้เป็นส่วนหนึ่งของการศึกษาตามหลักสูตรปริญญาวิศวกรรมศาสตร์มหาบัณฑิต 
สาขาวิชาวิศวกรรมเคมี ภาควิชาวิศวกรรมเคมี 

คณะวิศวกรรมศาสตร์ จุฬาลงกรณ์มหาวิทยาลัย 
ปีการศึกษา 2556 

ลิขสิทธิ์ของจุฬาลงกรณ์มหาวิทยาลัย 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

MODELING OF RELIABILITY PREDICTION FOR LUBRICANT LAYER IN HARD DISK DRIVE 

Miss Anantaya Wongkamlue 

A Thesis Submitted in Partial Fulfillment of the Requirements 
for the Degree of Master of Engineering Program in Chemical Engineering 

Department of Chemical Engineering 
Faculty of Engineering 

Chulalongkorn University 
Academic Year 2013 

Copyright of Chulalongkorn University 
 



 

 

Thesis Title MODELING OF RELIABILITY PREDICTION FOR 
LUBRICANT LAYER IN HARD DISK DRIVE 

By Miss Anantaya Wongkamlue 
Field of Study Chemical Engineering 
Thesis Advisor Assistant Professor Soorathep Kheawhom, Ph.D. 
  

 Accepted by the Faculty of Engineering, Chulalongkorn University in Partial 
Fulfillment of the Requirements for the Master's Degree 

 

 Dean of the Faculty of Engineering 

(Professor Bundhit Eua-arporn, Ph.D.) 

THESIS COMMITTEE 

 Chairman 

(Assistant Professor Kasidit Nootong, Ph.D.) 

 Thesis Advisor 

(Assistant Professor Soorathep Kheawhom, Ph.D.) 

 Examiner 

(Pimporn Ponpesh, Ph.D.) 

 External Examiner 

(Pornchai Bumroongsri, Ph.D.) 

 



 iv 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

อนันตญา วงศ์ค าลือ : การพัฒนาแบบจ าลองเพ่ือท านายความน่าเชื่อถือของชั้นหล่อลื่น
ในฮาร์ดดิสก์ไดร์. (MODELING OF RELIABILITY PREDICTION FOR LUBRICANT 
LAYER IN HARD DISK DRIVE) อ.ที่ปรึกษาวิทยานิพนธ์หลัก: ผศ. ดร.สุรเทพ เขียว
หอม, 65 หน้า. 
งานวิจัยนี้มีวัตถุประสงค์เพ่ือพัฒนาแบบจ าลองโครงข่ายประสาทเทียมในการท านาย

ความน่าเชื่อถือของชั้นหล่อลื่นในฮาร์ดดิสก์ไดร์ฟ โดยโครงข่ายประสาทเทียมที่ใช้เป็นแบบที่มี
โครงสร้างหลายชั้น (Multilayer Perceptron) ด้วยเทคนิคการแพร่ย้อนกลับ (Back 
Propagation) และตัวแปรที่น ามาใช้คือค่าการเขียนทับ (Overwrite) ที่ได้จากการทดสอบ
ฮาร์ดดิสก์ไดร์ฟเป็นระยะเวลาประมาณ 6 สัปดาห์ ผลการวิจัยพบว่าโครงสร้างของโครงข่าย
ประสาทเทียมท่ีเหมาะสมส าหรับการท านายความน่าเชื่อถือของชั้นหล่อลื่นในฮาร์ดดิสก์ไดร์ฟ เป็น
โครงข่ายประสาทเทียมแบบ 41,45,1 หรือโครงข่ายที่มีตัวแปรน าเข้า (Input) 41 ตัวแปร มี
จ านวนหน่วยย่อย (Node) ในชั้นซ่อน (Hidden layer) เท่ากับ 45 หน่วยย่อยและมีข้อมูลส่งออก 
(output) เท่ากับ 1 ซึ่งให้ค่า Mean Square Error (MSE) น้อยที่สุด เท่ากับ 1.68 และ จากการ
ทดสอบแบบจ าลองที่ได้กับผลการทดลองจริง พบว่าแบบจ าลองโครงข่ายประสาทเทียมที่สร้างขึ้น
มีค่าสมรรถนะความถูกต้อง (Accuracy Performance) ประมาณ 91.74% 

ภาควิชา วิศวกรรมเคมี 

สาขาวิชา วิศวกรรมเคมี 

ปีการศึกษา 2556 

 

ลายมือชื่อนิสิต   
 

ลายมือชื่อ อ.ที่ปรึกษาวิทยานิพนธ์หลัก   
 

 

 



 v 

THAI ABSTRACT  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# # 5471046321 : MAJOR CHEMICAL ENGINEERING 
KEYWORDS: NEURAL NETWORK / LUBRICANT LAYER / HARD DISK DRIVE / RELIABILIY 

ANANTAYA WONGKAMLUE: MODELING OF RELIABILITY PREDICTION FOR 
LUBRICANT LAYER IN HARD DISK DRIVE. ADVISOR: ASST. PROF. SOORATHEP 
KHEAWHOM, Ph.D., 65 pp. 
The artificial neuron network model with back propagation algorithm was 

developed successfully for reliability prediction of lubricant layer. The input 
variables are overwrite (OW) value by radius that collected from the hard disk 
drives which testing for 6 weeks. The result is indicated that the optimized 
artificial neural network model which is suitable for reliability prediction of 
lubricant layer is 41,45,1 that consistent of 41 input variables, 45 nodes in hidden 
layer and 1 output. The predicted results of this model provide the mean square 
error is 1.68. From the testing model results that compared the experiment 
output and predicted output observed the model can achieved the accuracy 
performance 91.74%. 

Department: Chemical Engineering 

Field of Study: Chemical Engineering 

Academic Year: 2013 

 

Student's Signature   
 

Advisor's Signature   
 

 

 



 vi 

ENGLI SH ABSTRACT  

ACKNOWLEDGEMENTS 
 

This thesis will never be completed without the help and support of many 
people and organizer who are gratefully acknowledge here. Firstly, I would like to 
express my sincere gratitude to Assistant Professor Soorathep Kheawhom, my adviser 
for his suggestion, guidance, warm encouragement and generous supervision 
throughout my master program. I am also grateful to Assistant Professor Kasidit 
Nootong and Dr.Pimporn Ponpesh for their helpful and many valuable comments. 

I wish to express my sincere indebtedness to my parents, everyone in my 
family and my friends for their inspiration and worthy support at all times. 

 



CONTENTS 
  Page 

THAI ABSTRACT ..............................................................................................................................v 

ENGLISH ABSTRACT ...................................................................................................................... vi 

ACKNOWLEDGEMENTS ................................................................................................................. vi 

CONTENTS ..................................................................................................................................... vii 

LIST OF TABLES ............................................................................................................................. ix 

LIST OF FIGURES ............................................................................................................................ x 

CHAPTER I ....................................................................................................................................... 1 

INTRODUCTION .............................................................................................................................. 1 

1.1 Research Motivation .......................................................................................................... 1 

1.2 Research Objectives .......................................................................................................... 3 

1.3 Research Scopes ................................................................................................................ 3 

1.4 Expected Results................................................................................................................ 3 

CHAPTER II ...................................................................................................................................... 4 

LITERATURE REVIEW ..................................................................................................................... 4 

2.1 Reliability of hard disk drive ............................................................................................ 4 

2.2 Reliability modeling ........................................................................................................... 5 

CHAPTER III ..................................................................................................................................... 6 

THEORY ........................................................................................................................................... 6 

3.1 Hard Disk Drive Reliability test ........................................................................................ 6 

3.2 Ongoing Reliability test (ORT) .......................................................................................... 8 

3.2.1 Reliability True failures .......................................................................................... 9 

3.2.2 Reliability Virtual failures ....................................................................................... 9 

3.3 The Artificial Neural Networks ....................................................................................... 10 

3.4 Back-propagation networks ............................................................................................ 11 

CHAPTER IV .................................................................................................................................. 13 

METHODOLOGY ........................................................................................................................... 13 

4.1 Reliability test method ................................................................................................... 13 



 viii 

  Page 

4.2 The neural network models .......................................................................................... 14 

4.2.1 Data set collection ............................................................................................... 14 

4.2.2 Design the neural network models. .................................................................. 15 

4.2.3 Training and Verification the neural network models ................................... 16 

4.2.4 Testing the neural network models .................................................................. 16 

CHAPTER V ................................................................................................................................... 17 

RESULTS AND DISCUSSION ........................................................................................................ 17 

5.1 Data set collection .......................................................................................................... 17 

5.2 Design the neural network model ............................................................................... 23 

5.3 Verification the neural network model ....................................................................... 24 

5.4 Testing the neural network model .............................................................................. 26 

CHAPTER VI .................................................................................................................................. 31 

CONCLUSION AND RECOMMENDATION .................................................................................. 31 

REFERENCES ................................................................................................................................. 32 

APPENDIX ...................................................................................................................................... 33 

APPENDIX A .................................................................................................................................. 34 

APPENDIX B .................................................................................................................................. 50 

APPENDIX C .................................................................................................................................. 52 

VITA ................................................................................................................................................ 63 

 

 

 

 

 

 

 

 



 ix 

 

LIST OF TABLES 
 
TABLE  PAGE 

4.1 Reliability testing condition..................................................................... .... 14 
4.2 Summary of network parameters............................................................. . 15 
5.1 
5.2 

The critical parameter of ongoing reliability test................................... 
The optimized topology that generated from Pythia............................ 

18 
24 

5.3 Setting parameters.................................................................................... ..... 25 
5.4 Summary the MSE and RMS of all models............................................. 25 
5.5 The percent of failure drive from the experiment and prediction 

output……………………………………………………………………………………………………. 
 

27 
5.6 The detail of neural network model (41,45,1)........................................ 27 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 x 

 

LIST OF FIGURES 
 

FIGURE  PAGE 
3.1 Diagram of hard disk drive...................................................................... .... 6 
3.2 Schematic of hard disk interaction........................................................... 7 
3.3 
3.4 

The construction of reliability test........................................................... 
The non-linear model of neuron.............................................................. 

7 
10 

3.5 Diagram of a feed-forward back-propagation neural network........... 11 
4.1 
4.2 

The environment chamber or single plug tester................................... 
Diagram of data set collection in reliability test.................................... 

13 
15 

5.1 
5.2 
5.3 

 
5.4 
5.5 
5.6 
5.7 
5.8 

The customer field returns failures in year 2012-2014........................ 
The correlation of ORT data and customer field data......................... 
The decision tree of Lube migration failures drives and passed 
drives……………………………………………………………………………………………………... 
The recording media construction by TEM.............................................. 
The commercial lubricant chemical structure........................................ 
The lube migration at the trailing edge of the slider............................ 
Lube build up to disc material................................................................... 
The trial input neural number and hidden layer into Pythia 
program…………………………………………………………………………………………………. 

17 
19 
 

20 
21 
22 
22 
23 
 

24 
5.9 The box plots of overwrite output value of all models...................... 26 
5.10 The neuron network model with topology (41,45,1) for reliability  

prediction the lubricant layer.....................................................................  
 

28 
5.11 

 
5.12 
5.13 

The box plots of overwrite output value from (41,45,1) neural 
network model .................................................................... .......................... 
The lube moguls on media surface............................................................. 
The lube migration failures analyzed by SEM.......................................... 

 
29 
29 
30 

 

 



CHAPTER I 

INTRODUCTION 

1.1 Research Motivation 

 In the past several years, the primary storage device for computers has been 
the hard disk drive (HDD). It has been continuous demands for high performance and 
high capacity HDD. These requirements lead to increase the areal density as well as 
increase in rotation speed of HDD. The areal density is the amount of data that can 
be packed onto a storage medium and generally measured in bits per square inch. 
Expected to reach 10 Tb/in2 by the year 2014, because of the areal density increase, 
it was possible to make smaller HDD with larger capacities and cheaper prices. As 
HDD technology is rapidly year over year to support the highest customer demand 
which is require highest capacity to store the digital media information. To keep it in 
storage device, this is challenging for HDD industry to quickly lunch new product that 
able to support the requirement and highest product‘s reliability. As a result, HDD 
could find new applications in consumer electronics (CE) devices. MP3 player, video 
recorders, video camera and many other devices are using HDD to store information. 
 Basically, the key components of HDD are head and recording media. The 
conventional recording media typically consists of an Al or glass substrate, a Ni-P 
undercoat, Cr-X alloy under-layer, and a cobalt-based metal alloy magnetic layer. 
Then a carbon overcoat is added to enhance the wear and corrosion resistance. 
Finally, a molecularly thin layer of lubricant (widely-used perfluoropolyethers) is 
added to further reduce wear of the overcoat and friction between the head and 
media. The wear durability of the media depends strongly on retention and 
replenishment of the lubricant on the protective overcoat surface. With continuous 
increase in areal density, the head media spacing (HMS), containing head overcoat, 
media overcoat, lubricant film, and fly height, is expected to reduce to 6.5 nm. With 
such stringent space requirements within the HMS, intermittent contact phenomena 
between head and recording media during the operation become a critical issue, 
causing serious lubricant depletion on the film. Therefore, film thickness and self-
healing ability of the lubricant becomes critical to head-disk interface (HDI) design to 
maintain long-term reliability of HDD. 
 Nowadays, the hard disk drive industry used to statistical technique for 
projection the failure of their products, which is depended on reliability 
demonstration result while product’s qualification and ongoing reliability test 
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monitoring result to determine the customer filed return. The ongoing reliability test 
is widely used to monitor the production performance based on the time to failure. 
Now new HDD generation has higher level of complexity, which is complicated to 
determine the failure. The failures escaped from the reliability test is the critical issue 
in the industry, with this problem the company got the complaint from the 
customers and need to returned the failures drives back for further investigated the 
root cause that charged the expensive cost. In order to meet and exceed customer 
expectations, a prediction modeling at early test duration needs to be taken that will 
help to protect the potential failure drives shipping to customers. Recently, there are 
5 critical failures mode such as head degradation, lube material transfer to the head, 
media defects and head instability occurred in customer filed applications. 
 In this work, we will focus on lube migration of recording media. The 
Overwrite (OW) is one of critical parameter which is collected during reliability test. 
This parameter is a clear indicator for the lube migration failure. In order to predict 
the overwrite parameter pattern we will use the Artificial Neural Networks (ANN) or 
called Neural network (NN) models which widely used and famous intelligent system 
to discover the relationship between the variables. The learning and predicting of the 
networks are based on time series data which are collecting from ongoing reliability 
test.   
 So far reliability prediction of lubricant performance in Hard disk drives is not 
published in the paper due to the company confidential. As a result we are expected 
to be able to capture the potential failures drives before shipping to customer that 
can make the customer satisfactions and will be affected to the growth of demand. 
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1.2 Research Objectives 

 1.2.1 To study the overwrite parameter that relevant to lubricant 
performance in hard disk drive reliability testing. 

 1.2.2 To design the neural network models with back propagation algorithm 
for prediction the failure drive samples. 

1.3 Research Scopes 

 1.3.1 To collect the data set of overwrite parameter by radius during the test 
operation for used as data input for neural network model. 

 1.3.2 To build up the neural network model with back propagation algorithm 
by using Pythia version 1.02 programs including training and verification model 
for prediction the amount of failure drive. 

 1.3.3 To compare the prediction data by neural network model with the real 
experiment data in reliability testing. 

 

1.4 Expected Results 

 To be able to build up the neural network model for prediction the potential 
failure drive relevant to lubricant performance by overwrite parameter in hard disk 
drive reliability test before shipping the drives to customer in order to meet and 
exceed the customer expectation that will be affected to the demand growth. 
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CHAPTER II 

LITERATURE REVIEW 

 This chapter is associated with literature reviews of representative report 
involving reliability of hard disk drive, reliability modeling and lubricant layers on 
media disk. Previously reports are initiation of this work and can be summarized as 
follow. 
2.1 Reliability of hard disk drive 

 Yu Wang, Qiang Miao and Michael Pecht (2011) studied the potential 
failure mechanisms of hard disk drive based on Mahalanobis distance using S.M.A.R.T 
(Self-monitoring, Analysis, and Reporting technology) which measure the performance 
of drives characteristic. It collects the attributes of drives during operation that the 
keys attributes used for predict failures are track seek retires, read errors, write faults, 
reallocated sectors, head fly height and environmental temperature. For SMART 
algorithm now can detected the failures only 3-10% so this paper developed to 
improve the failure detection up to 63%. The majority of drives failures is mechanical 
and found 60% are head disk interface (HDI) the head disk space and head flying 
height decrease with magnetic recording density increase. The disk has a very thin 
layer of lubricant coated to prevent head touch the magnetic layer. Head in contact 
with the disk can cause lubricant depletion, build up, redistribution or modulation. 
The lubricant pattern formed on the media can lead the head soft contact or flying 
height modulation. 
 Andrei Khurshudov and Peter Ivett (2003) studied the different technique 
for head disk contact detection in hard disk drive. It can be caused by drives 
particulate contamination or wear product, disk lubricant via formation of liquid 
bridges or lubricant dewetting mechanism. In this paper is to test and compare 
traditional acoustic emission (AE) measurement to variable gain amplifier (VGA) signal 
and thermal asperity (TA) detection. The AE techniques based on measurement of 
elastic stress waves propagating in solids form, VGA signal is the signal from internal 
drive circuit during the read back from the disk and the TA is the event of the 
magneto-resistive (MR) read element of the slider touches the disk surface. 
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2.2 Reliability modeling 

 Waraporn Tepin and Yuttana Kidjaidure (2011) proposed the model for 
prediction the customer failure modes in hard disk drive by using neural network 
range level fusion. The key parameters as media roughness, number of thermal 
asperities (TA), head disk spacing, dynamic fly height, head touchdown, overwrite and 
testing temperature. The data are collected from pass and fail samples at customer 
integration station and used the principal component analysis (PCA) to screen the 
importance data. In this paper used feed forward neural network which assign 6 
neurons as in put layer, 16 neurons as hidden layer and 2 neurons as output layer 
for predict the result in Pass or Fail that this model able to achieve 86.61% accuracy.  
2.3 Lubricant layers on media disk 
 T. Liew et al. (2003) investigated the corrosion of magnetic recording head 
and media by used contact start stop (CSS) testing. The media disk and head 
protected the corrosion and wear by an ultrathin carbon overcoat but it will occur 
when the overcoat is defective due to deposition. The corrosion is accelerated by 
humidity, temperature and corrosive contaminants, to reduce this possibility, the 
galvanic mismatch between the magnetic layers and the overcoat is minimized and 
Cr is added to the Co-alloy and hydrophobic lubricant layers on the protective 
carbon coat. The corrosion products are mainly oxides or hydroxides of the various 
corrosion susceptible materials in the media disk and head. 
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CHAPTER III 

THEORY 

3.1 Hard Disk Drive Reliability test 

 The hard disk drive is a highly complex, electromechanical device. The 
diagram of a computer hard disk drive including the magnetic head, disk, spindle, 
head stack assembly, pivot bearing, voice coil motor and base as shown in Figure 3.1. 
Disk is made of aluminum or glass substrate, covered with three thin layers with 
different materials. Upon the substrate, a magnetic layer is deposited to store the 
actual data. The magnetic material is usually ferric oxide or cobalt alloy. A diamond 
like carbon (DLC) layer is coated on the magnetic layer to reduce wear and slow 
corrosion. A thin lubricant layer is applied to prevent the head disk from hard 
contact. Head in contact with the disk could cause lubricant depletion, buildup, 
redistribution modulation. The schematic of head disk interaction (HDI) are shown in 
Figure 3.2. 
 

 

 

Figure 3.1 Diagram of Hard Disk Drive 
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Figure 3.2 Schematic of head disk interaction 

  

The accelerated life tests are methods for understanding reliability with the 
minimum sample size and the shortest test time. The JIS standard defines 
“accelerated tests” as “tests carried out under conditions more severe than standard 
conditions for the purpose of shortening the test time”. Conducting tests under 
these severe conditions makes it possible to predict market failure rates in a short 
time using few samples, thus reducing both the time and cost required to confirm 
reliability. Hard disk drive life is extremely sensitive to temperature so in this study 
used the acceleration by hot temperature. Several HDDs are installed in an 
environmental chamber, each HDD being connected to a central controller providing 
both power and data communication. During the operation the critical parameters 
has been monitored. The overwrite parameter is the one displaying the most 
degradation and lead to the performance of lubricant. 

Traditionally, HDD industry used to weibull technique to predict AFR (annual 
filed failure rate) based on reliability true failures. The drives quality is independent 
of how long the drives runs, it is a basic property of the drives. TTF is mean how 
many hours an average drives will run until it fails. Generally, the reliability test can 
be classified in two categories, one is destructive test, and another one is accelerated 
test (parametric) as described in Figure 3.3. 
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Figure 3.3 The construction of reliability test 

 

3.1.1 Destructive test is one kind of reliability demonstration test in the past 
decade which is requires longer test time and waits until product is dead. This is to 
demonstration the drive life time service in field application however, it not flexible 
to gain the result. 

 3.1.2 Accelerated Test is one of electrical reliability test which recent used in 
HDD industry, this test perform with short time by force temperature, humidity 
voltage and current. This test is simulation of end-user when they use the hard disk 
drives in field. 

In general, HDD industry was developed their products to meeting customer 
requirement from time to time, generation to generation in order to achieve the 
highest capacity demand for keep the information in some space and fastest access 
the data. The  designer has increasing area density in magnetic spacing to gain the 
free space for storage the information, however, due to material property limitation 
both head and media to support this. The failure mechanism was changes from the 
particulate to the head disk interface failure so that it was affected to reliability 
demonstration testing which need to focus on reliability of head disk interface. 

3.2 Ongoing Reliability test (ORT) 

 Ongoing Reliability test (ORT) is accelerated stress test for the head-disk 
interface that critically evaluates the robustness of any tribology design prior to 
shipment to the field. We have daily parametric monitoring and intelligent system 
trigger if any parametric data is over limits, MRR earliest indicator, SNR and Resolution 
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(tracks head media spacing), MWW (writer degradation). ORT is reliability test to 
ensure product durability. This test is design used for head/media and interface 
improvement for check and early detection of reader, writer and interface issues. 
Due to current product has more complicated, complexity and the field failure 
behavior was changes compared to the past decade. This test provides visibility to 
cover expected drive life. The failure occurred during qualification can be separated 
in two category namely reliability true failure and reliability virtual failures. 

 3.2.1 Reliability True failures 

Reader and Writer head is key driver for hard disk drives with retrieving 
and storing the data many times. Store mean write the data to device and retrieve 
mean read the data from device. This is basic function of hard disk drives. HDD 
manufacture used to reliability test to qualify their product in development phase 
and high volume build. Basically, a variety failure occur during reliability testing such 
as lubricant migration failure, particulate failure, head related failure which are critical 
issue for HDD manufacture the engineering team have to finding the root cause and 
provide the corrective action to address this issue to protect field. To ensure their 
product could be stand long in life time. They used true failure to project the annual 
failure rate (AFR) in field application. The reliability true failure is failed drives that fail 
during qualification and weilbull methodology is current used to projection the filed 
failure return rate. 

 3.2.2 Reliability Virtual failures 

  Reliability virtual failure is any drive that has violated a Critical 
Parameter limit on any head. This virtual failure rate (VFR) is key metric used by 
reliability engineering to monitor the head and media parametric performance. The 
degradation or change of critical parameter shown that this drives will become true 
drive failure in filed later. Virtual failures will be used during drive development 
testing to evaluate the integrity of the head-disk interface. 
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3.3 The Artificial Neural Networks 

 A neural net is an artificial representation of the human brain that tries to 
simulate its learning process. An artificial neural network (ANN) is often called a 
“Neural Network” or simple Neural Net (NN). A neuron is an information-processing 
unit that is fundamental to the operation of a neural network. We may identify three 
basic elements of the neuron model. 
 3.2.1 A set of synapses, each of which is characterized by a weight or strength 
of its own. Specifically, a signal xj at the input of synapse j connected to neuron k is 
multiplied by the synaptic weight wkj. It is important to make a note of the manner in 
which the subscripts of the synaptic weight wkj are written. The first subscript refers 
to the neuron in question and the second subscript refers to the input end of the 
synapse to which the weight refers. The weight wkj is positive if the associated 
synapse is excitatory; it is negative if the synapse is inhibitory. 
 3.2.2 An adder for summing the input signals, weighted by the respective 
synapses of the neuron.  
 3.2.3 An activation function for limiting the amplitude of the output of a 
neuron. The activation function is also referred to in the literature as a squashing 
function in that it squashes (limits) the permissible amplitude range of the output 
signal to some finite value. Typically, the normalized amplitude range of the output 
of a neuron is  written as the closed unit interval [0, 1] or alternatively [-1, 1]. 

 

Figure 3.4 The Non-Linear model of a neural  
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3.4 Back-propagation networks 

 Multilayer perceptron have been applied successfully to solve some difficult 
diverse problems by training them in a supervised manner with a highly popular 
algorithm known as the error back-propagation algorithm. This algorithm is based on 
the error-correction learning rule. Basically, the error back-propagation process 
consists of two passes through the different layers of the network: a forward pass 
and a backward pass. In the forward pass, activity pattern (input vector) is applied to 
the sensory nodes of the network, and its effect propagates through the network 
layer by layer. Finally, a set of outputs is produced as the actual response of the 
network. During the forward pass the synaptic weights of network are all fixed. During 
the backward pass, on the other hand, the synaptic weights are all adjusted in 
accordance with the error-correction rule. Specifically, the actual response of the 
network is subtracted from a desired (target) response to produce an error signal. 
This error signal is then propagated backward through the network, against direction 
of synaptic connections hence the name “error back-propagation”. The synaptic 
weights are adjusted so as to make the actual response of the network move closer 
the desired response. The error back propagation algorithm is also referred to in 
literature as the back-propagation algorithm or simply back-prop. The feed-forward 
back-propagation neural network in Figure 3.4 is fully connected which means that a 
neuron in any layer is connected to all neurons in the previous layer. Signal flow 
through the network progresses in a forward direction, from left to right and on a 
layer by layer basis. 

 

Figure 3.5 Diagram of a feed-forward back-propagation neural network. 

Inputs

Input Layer
Hidden Layer

Output Layer

Outputs
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 The performance of neural network based upon the result of the testing set. 
For this study the mean square error (MSE) and root mean square error (RMS) will be 
used for verification the neural network model as the lowest value is the best of 
model. The MSE and RMS equation are shown as below. 
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i ii
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 The accuracy performance of model can be calculated from root mean 
square percent error index (RMSP error index) and maximum percent error index (MP 
error index) as the equation below.   
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CHAPTER IV 

METHODOLOGY 

 This chapter is contributed to reliability test method for the data set 
collection and build up the neural network as prediction the lube migration failure is 
proposed. Pythia program is used for neural network designer and the network 
performance also investigated as follow. 

4.1 Reliability test method 

 The hard disk drives are installed in an environment chamber as shown in 
Figure 4.1, each hard disk drive being connected to a central controller providing 
both power and data communication. The overwrite parameter will be collected 
during the test operation. The average delta value will be measured by radius in 
decibel (dB) unit and data transferred every 24 hrs. A recording media divided into 3 
zone of radius which are outer diameter (OD), middle diameter (MD) and inner 
diameter (ID) so during the test operation among 1008hrs, the data set will be 
collected as the matrix [3x42]. The failure drive definition in this study is the average 
delta value of overwrite changed more than 3 dB that associated with lube migration 
problem. The testing conditions are summary in Table 4.1. 
 

 

Figure 4.1 The environment chamber or Single Plug tester (SPT) 
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Table 4.1 Reliability testing condition 
Items Detail 

Reliability test name Ongoing Reliability Test (ORT) 
Tester type Single Plug Tester (SPT) 
Temperature setting 60◦C 
Test duration 1008hrs (42 loops) 
Test operation Read and Write data 
Data collection overwrite by radius (OD, ID and MD zone) 
Data transfer 1 time (loop) / 24 hrs 
Fail criteria Average delta overwrite decrease or increase > 3 dB 
 
 The definition of overwrite (OW) is write a pattern with frequency f1 and 
measured its average amplitude A1, then write another pattern with frequency f2 on 
the same track over the same pattern. A residual signal at frequency f1 is measured. 
The pattern has amplitude A2. The overwrite ratio = 20 log (A2/A1) and reported in 
reverse OW for perpendicular media recording (PMR) that the current we used in the 
factory. 
 
4.2 The neural network models 

 In this work, the neural network models with back propagation algorithm will 
design by Pythia program. The key steps for build up the networks can be summary 
as follows. 

 4.2.1 Data set collection 

  The input data for neural network models will be collected from 1000 
drives passed samples and 250 drives failed samples which are completed test for 
1008hrs or 42 loops in ongoing reliability test. The overwrite value by radius are 
measured during the test operation and transferred to the server in each of hard disk 
drive. The failed drives criteria in this work means the average delta overwrite value 
variance more than 3 dB both of negative and positive values as shown in Figure 4.2. 
For neural network designed, the data set collection will divided into 3 groups as 
70% of data set will be used for training, 20% for verification and 10% for testing the 
neural network models. 
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Figure 4.2 Diagram of data set collection in reliability test 

 

 4.2.2 Design the neural network models. 

  Pythia program is used for design the neural network with back 
propagation algorithm. The key parameters of network are input, weights, activation 
function and output. In this work the input is OW value and output is average OW 
value. The network parameters are summary in Table 4.2. 
 

Table 4.2 Summary of the network parameters 
Network parameters Details 

Training algorithm Back Propagation 
Input data OW value by radius for 41 loops tested 
Weights [-1,1] 
Activation function Sigmoid function 
Output data Average OW value 
Prediction Percent of failure drives  
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4.2.3 Training and Verification the neural network models 

  The neural network models will learn the input and output patterns 
from all the network parameters which are input to design the models. The Pythia 
program will be generated the models which are corresponding to the setting value. 
The models need to verify by the verification data. The models which have mean 
square error (MSE) and root mean square error (RMS) lowest will be selected for this 
work. 
 

 4.2.4 Testing the neural network models 

  The selected model will be tested by unknown data set and 
compared with the experiment data for 125 drives samples. The accuracy 
performance of models will be calculated from RMSP error index and MP error index. 
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CHAPTER V 

RESULTS AND DISCUSSION 

  
 This chapter is explained the method of data collection and accuracy 
performance of neural network model which are tested with the unknown data and 
compared with the experiments data. The proposed of this model is reliability 
prediction for lubricant layer. 
 
5.1 Data set collection 

 We are studied the customer field return failures in year 2012-2013 as shown 
in Figure 5.1, found that the lube issue is the most critical issue as 33.5% of total 
failures followed by head issue 31.8%, media defect 15.2%, others 12%, 
contamination 5% and mechanical 2.5% respectively. So in this work, the lube issue 
failures will be focused to find out the method to capture the failures in reliability 
test to avoid the failures drives escape to the customers. 
 

 
 

Figure 5.1 The customer field return failures in year 2012-2013 
 

 Currently, there are 5 critical parameters that are collected during hard disk 
drive ongoing reliability test. There is Error margins (EM), Voltage gain amplitude 
(VGA), Magneto resistive resistance (MRR), Overwrite (OW) and Signal to noise ratio 
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(SNR) as summarized in Table 5.1. The relevant of each parameter to customer filed 
return failures are not clearly indicated and under investigated. So far we had known 
that EM, VGA and MRR indicated to the head degradation symptom. The OW and 
SNR indicated to the Head disk interaction issue. Each of parameters is monitored 
and collected the data purpose to design the limit specification in future work. So in 
this work, we are pulled data the critical parameter of the drives which are passed 
and failed with Lube migration issue at the customer filed return during tested in 
ongoing reliability test. 

Table 5.1 The critical parameter of ongoing reliability test 

Parameters Error 
margins  

(EM) 

Voltage gain 
amplitude  

(VGA) 

Magneto 
resistive 

resistance 
(MRR) 

Overwrite 
(OW) 

Signal to 
noise ratio 

(SNR) 

Unit dB dB dB dB Ohms 

Data type By Head By Radius By Head By Radius By Radius 

Measurement Delta Average Delta Percent 
change 

Average 
Delta 

Average 
Delta 

Change Decrease Increase / 
Decrease 

Increase / 
Decrease 

Decrease Decrease 

The correlation of customer field return and ongoing reliability test for 
overwrite parameter as shown in Figure 5.2. The stack is represented the drives 
volume that shipped to customer and tested in ORT in year 2012-2013. The line is 
represented the Lube migration failures and also breakdown by overwrite delta 
value. Based on the trend chart observed the high risk of Lube migration failures 
more than 10% had the overwrite delta value < -3dB for customer field data and we 
also did the further statistical analysis to ensure the accuracy and precision of the 
limit change of overwrite parameter. The overwrite parameter is indicated the write 
ability of the head to re-write on the existing signal with no old signal left or it is 



 19 

characterizes the ability of a writer to write or erase over old data. The factor of write 
ability that is depend on recording layer properties and write gap while writing or 
head media spacing which are following dynamic high fly and touchdown values. So, 
the probability of overwrite degradation are writer properties degraded, media 
queerness or write gap changed. 

 

 

Figure 5.2 The correlation of ORT data and customer field data 
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  The lube migration failure drives and passed drives were pulled the value of 
their parameters and used statistical analysis tool (JMP) for partition analysis which is 
extremely useful for both exploring relationships and for modeling. The partition 
analysis is a statistical method for multivariable analysis that created the decision 
tree as shown in Figure 5.3. The others trees fitting methodologies found in high-end 
and very expensive data mining package are CART, CHAID and C5.0. Since 
convenience data sets are often messy and unruly. The JMP display capabilities 
support the user in data cleaning. JMP partition platform is a version of classification 
and regression tree analysis. Both response and factors can be either continuous or 
nominal. The nominal factors are split into two groups of level and continuous 
factors are split into two partitions according to cutting values. The splits are 
determined by maximizing the likelihood ratio chi-square statistic reported in the JMP 
output as G^2 or a related value called the Log Worth. The G^2 square is the 
probability ratio chi-square for the best split and Log Worth defined as -log10 (p-
value) that the optimal split is the one that maximizes the G^2 and Log Worth. As 
the result of decision tree the delta overwrite showed the maximize value of G^2 
and Log Worth are 449.58 and 201.50 respectively that means the overwrite 
parameter is clearly indicator for the lube migration failure with the delta value more 
than 3dB. 

 

Figure 5.3 The decision tree of Lube migration failures drives and passed drives. 
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 To understand the systematic of lube migration failure, we are also studied 
the media construction as shown in Figure 5.4 by transmission electron microscope 
(TEM). The key construction of media are substrate which is AlMg or glass, Recorded 
or magnetic layers that consisted of Soft magnetic under layer (~20 nm), seed layer 
and hard magnetic layer (~20 nm), carbon overcoat (COC) with thickness ~5 nm and 
the top layer is lubricant layer that coated with thickness ~ 2nm. The Lubricant that 
varied used in the industry is shown in Figure 5.5. 

 

 

 

Figure 5.4 The recording media construction by TEM (cross section) 
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 To ensure the overwrite parameter that delta changed more than 3dB 
indicated to Lube migration failure so we are sampled the failure drives and 
analyzed by Scanning electron microscope (SEM). The failure drives are observed a 
lot of lube migration at the trailing edge of the slider in Figure 5.6 and lube build up 
to disc material as shown in Figure 5.7. 

 

Figure 5.5 The commercial lubricant chemical structure 
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Figure 5.6 The lube migration at the trailing edge of the slider 

 

Figure 5.7 Lube build up to disc material 
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The value of overwrite parameter will be collected during the ongoing 
reliability test (ORT) which is measured by radius. There are outer diameter (OD), 
middle diameter (MD) and inner diameter (ID) in decibel (dB) unit. The data will be 
transferred at the end of every loop of reliability test which estimated a day per 
loop. The reliability required the total test time for 6 weeks or 42 loops test that this 
data will be used for input of neural network model. In this work the passer drives 
1,000 samples and failed drives 250 samples will be collected the overwrite value 
for input data into the Pythia program.  

5.2 Design the neural network model 

 In this work, the back propagation algorithm will be used. This algorithm 
allow signals to travel one way only from input to output, the output of any layers 
does not affect that same layer. This is extensively used in pattern recorgnition. The 
overwrite values by radius for 42 loops are input into the Pythia program for learning 
the pattern data set (See in Appendix A). The neural number and hidden layer are 
starting with trial input with the design goals of the square of max deviation and 
medium deviation less than 0.1 dB and 0.001 dB respectively as shown in Figure 5.8. 
The Pythia program is generated the neuron number and hidden layers that 
optimized with the goal as called topology. The four topology are generated that can 
be summary in Table 5.2.  

Table 5.2 The optimized topology that generated from Pythia 
Models Topology Hidden layers Neurons 

1 41,45,1 2 46 
2 41,33,22,1 3 56 
3 41,10,9,10,1 4 30 
4 41,16,12,12,18,1 5 59 
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Figure 5.8 The trial input neural number and hidden layer into Pythia program 
 
 The activation function can be categorized to three types, there are linear, 
threshold and sigmoid. In this work we used sigmoid function that the output varies 
continuously but not linear as the input changes. Sigmoid bear a greater 
resemblance to real neurons than do linear or threshold. The optimized neural 
network models will be tested with the verification data set for compared the 
precision, the model that have the lowest of mean square error (MSE) and root 
mean square error (RMS) will be selected for this work. 
 
5.3 Verification the neural network model 

 All of the optimized neural network models are verify with the same data set 
and setting parameter as shown in Table 5.3. The verification results, mean square 
error (MSE) and root mean square error (RMS) of all models can be summarized in 
Table 5.4 and full data set in Appendix A.  
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Table 5.3 Setting parameters  
Parameters Setting value 

Activation function Sigmoid 
Weight [-1,1] 
Learn rate 0.5 
Learn repetition 10,000 times 
 
Table 5.4 Summary the MSE and RMS of all models 
Models Topology Hidden layers Neurons MSE RMS 

1 41,45,1 2 46 1.68 1.30 
2 41,33,22,1 3 56 1.85 1.36 
3 41,10,9,10,1 4 30 3.64 1.91 
4 41,16,12,12,18,1 5 59 1.73 1.31 

 
 From the verification models result showed that the neural network with 
topology (41,45,1) have the lowest mean square error (MSE) and root mean square 
error (RMS) so we will selected this model for this work. The number of neurons is 
the most significant affected to the MSE and RMS of models as the models no.3 has 
30 neurons showed worst in class while the hidden layers slightly impacted. The 
disadvantage of higher number of neurons is longer processing time and limited 
application. 
 The data analysis for the overwrite output value of all models and compared 
with the actual output by box plot are shown in Figure 5.9. The neuron network 
models topology (41,33,22,1) and (41,16,12,12,18,1) showed higher amount of outlier 
data in negative while the topology (41,10,9,10,1) showed comparable amount of 
outlier data both of positive and negative. The median line which is the single line 
inside the box of the topology (41,45,1) showed the middle of value is -1.5 dB not 
statistically significant as compared with the middle of value of the actual output is -
1.0 dB. The box position that represent the data distribution of topology (41,45,1) 
also showed 50% of data distribution overlapping with the box position of actual 
value that indicated smallest error as compare with the others models. 
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Figure 5.9 The box plots of overwrite output value of all models 

 

5.4 Testing the neural network model 

 In this work, the neuron network model with 46 neurons and 2 hidden layers 
was developed for reliability prediction of lubricant layer as shown in Figure 5.10. 
The experiment was induced for testing this model. The 125 drives samples put into 
the chamber for 1008hrs and compare the result with the prediction output of 
(41,45,1) neural network model (See in Appendix B). The models predicted the 
failure rate is 21.6% while the experiment failure rate is 20% as shown in Table 5.5. 
Although the prediction output about 1.6% over the actual value but in 
manufacturing the over prediction is have the benefit for early trigger the problem.  
 
Table 5.5 The percent of failure drives from the experiment and prediction output  

Lubricant layer failure rate from 
experiment (%) 

Prediction lubricant layer failure rate 
(%) 

20.00% 21.60% 
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The Root mean square percent error index is 0.45 and maximum percent 
error index is 23.03 so this model have the accuracy performance is 91.74%. The 
detail of neural network model can be summarized in Table 5.6 and full detail in 
Appendix C.  
 
Table 5.6 The detail of neural network model (41,45,1)  

Items Details 
Neuron number 46 neurons 
Hidden layers 2 layers 
Mean Square Error (MSE)  1.68 
Root Mean Square Error (RMS)  1.3 
Root Mean Square Percent Error Index 0.45 
Maximum Percent Error Index 23.03 
Accuracy Performance 91.74% 

 
The data analysis for the overwrite outputs value of (41,45,1) neural networks 

model compared with the actual output from the experiment are shown in Figure 
5.11. The middle of value from the prediction output is -1.5 dB while the 
experiments output is -0.5 dB. The median delta is 1.0 dB is in acceptable level in 
the industry which is the maximum allowed at 3.0 dB. The box position of neural 
network model showed 80% of data distribution overlapping with the experiment 
data. 
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Figure 5.10 The neuron network model with topology (41,45,1) for reliability 
prediction the lubricant layer 

 
  
 The failure drives that the overwrite parameter delta change more than 3 dB 
from the prediction model, we are selected a drive for analyzed by scanning 
electron microscope (SEM). The lube migration was observed on the ABS surface of 
the head component and media surface that suspected the media lubricant was 
induced into head due to head disc interaction as shown in Figure 5.12 – 5.13. 
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Figure 5.11 The box plots of overwrite output value from (41,45,1) neural network 
model 

 
 

 
 

Figure 5.12 The lube moguls on media surface 
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Figure 5.13 The Lube migration failures analyzed by SEM 
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CHAPTER VI 

CONCLUSION AND RECOMMENDATION 

 The neuron network model with back propagation algorithm was developed 
successfully for reliability prediction of lubricant layer. The models are contributed 
to input layer is overwrite value by radius, output layer is average overwrite which 
have 46 neurons and 2 hidden layers as topology (41,45,1) and used the sigmoid 
function as the activation function. Prediction the percent of failure drives that 
relevant to lubricant layer is proposed. Based on the verification model results, the 
mean square error and root mean square error are 1.68 and 1.30 respectively. The 
accuracy performance of the neural network models is achieved 91.74%. 
 From the comparison results of experiment data and prediction output was 
observed the neural networks model able to capture 21.6% of failures drives while 
the experiment result is 20% of failure drives. The over prediction has benefits to 
early warning the process problem in the manufacturing. 
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APPENDIX A 

The input and output data for neural network models 
The verification models result of different topology  
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Table A-1 Example of input and output data for neural network models 

No 
Test loops 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 0.00 0.05 0.00 0.21 0.05 0.10 0.03 -0.04 -0.10 -0.11 -0.01 -0.25 -0.25 -0.40 -0.32 -0.20 -0.62 
2 0.00 -0.33 -0.51 -0.53 -0.41 -0.99 -0.45 -0.56 -0.83 -0.54 -0.25 -0.94 -0.95 -0.66 -0.89 -0.88 -0.89 
3 0.00 -0.34 -0.17 -0.57 -1.21 -0.79 -1.06 -0.94 -1.25 -1.21 -1.12 -0.55 -1.15 -0.83 -1.01 -0.90 -1.16 
4 0.00 -0.27 0.00 0.15 -0.15 0.24 0.18 0.09 0.02 -0.36 -0.85 -0.37 -0.56 -0.33 -0.51 -0.21 -0.89 
5 0.00 0.04 0.05 -0.18 -0.40 -0.06 -0.80 -1.00 -0.97 -1.18 -1.11 -0.77 -0.96 -1.54 -0.98 -0.96 -1.16 
6 0.00 -1.09 -0.91 -0.65 -0.28 -0.57 -0.87 -0.71 -1.22 -1.13 -1.21 -1.90 -1.12 -1.30 -1.35 -1.33 -1.12 
7 0.00 0.09 -0.09 -0.21 0.03 -0.55 -0.48 -0.61 -0.67 -0.97 -0.73 -1.08 -1.00 -0.84 -1.15 -1.25 -1.31 
8 0.00 -0.24 -0.78 -0.58 -0.76 -1.05 -0.73 -1.22 -1.23 -0.95 -0.76 -1.54 -1.30 -1.23 -1.18 -1.35 -1.40 
9 0.00 0.30 0.00 -0.27 -0.43 -0.64 -0.62 -0.48 -0.53 -0.75 -0.39 -1.27 -1.28 -1.11 -1.29 -1.68 -1.36 
10 0.00 0.05 0.00 0.21 0.05 0.10 0.03 -0.04 -0.10 -0.11 -0.01 -0.25 -0.25 -0.40 -0.32 -0.20 -0.62 
11 0.00 0.10 -0.23 0.22 0.06 0.06 0.00 -0.09 -0.21 -0.28 0.06 -0.16 -0.18 -0.07 -0.05 -0.01 -0.13 
12 0.00 -0.15 -0.48 -0.51 -0.41 -0.33 -0.58 -0.18 -0.27 -0.47 -0.34 -0.60 -0.54 -0.18 -0.49 -0.18 -0.47 
13 0.00 -0.06 -0.06 -0.05 -0.29 -0.17 -0.45 -0.21 -0.49 -0.30 -0.30 -0.37 -0.30 -0.49 -0.43 -0.33 -0.43 
14 0.00 0.03 0.03 0.05 0.00 0.00 -0.23 -0.17 -0.19 -0.07 -0.30 -0.33 -0.35 -0.46 -0.30 -0.52 -0.54 
15 0.00 0.67 0.03 -0.15 0.18 -0.30 0.30 -0.25 -0.16 0.04 0.01 -0.21 -0.03 -0.08 -0.08 -0.10 -0.69 
16 0.00 -0.22 -0.42 -0.15 -0.44 -0.25 -0.48 -0.48 -0.23 -0.34 -0.42 -0.82 -0.52 -0.79 -0.60 -1.02 -0.74 
17 0.00 -0.23 0.26 -0.03 -0.13 -0.21 -0.08 -0.12 -0.16 0.06 -0.07 0.01 -0.03 -0.32 -0.43 -0.26 -0.26 
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Table A-1 (Con’t) 

No 
Test loops 

18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 
1 -0.54 -0.79 -0.62 -0.71 -1.14 -1.15 -1.29 -1.58 -1.88 -2.07 -2.32 -2.27 -2.65 -2.97 -3.06 -3.26 -3.40 
2 -1.09 -0.79 -0.85 -0.90 -1.20 -1.20 -1.07 -1.15 -1.32 -1.18 -0.96 -0.85 -1.46 -1.56 -1.84 -2.01 -2.02 
3 -1.08 -0.66 -0.94 -1.26 -2.73 -3.40 -2.19 -1.69 -2.70 -2.38 -1.51 -2.54 -1.52 -2.70 -2.40 -3.16 -2.52 
4 -0.67 -0.91 -1.08 -1.02 -0.86 -1.31 -1.19 -1.66 -1.52 -1.73 -1.54 -1.81 -2.07 -2.44 -2.21 -2.60 -2.94 
5 -1.28 -1.45 -1.39 -1.57 -1.57 -1.82 -1.82 -1.48 -1.86 -2.09 -2.06 -2.07 -2.53 -2.30 -2.45 -2.52 -2.75 
6 -1.77 -1.93 -1.79 -1.46 -1.98 -2.26 -1.94 -2.15 -2.51 -2.83 -2.94 -2.96 -2.75 -3.61 -3.60 -3.56 -3.49 
7 -1.24 -1.19 -1.09 -1.05 -1.33 -1.20 -1.51 -1.43 -1.23 -1.30 -1.61 -1.60 -1.43 -2.02 -1.93 -1.98 -2.18 
8 -1.73 -2.05 -1.95 -2.30 -2.38 -2.29 -2.16 -2.77 -2.47 -3.22 -3.04 -3.61 -3.48 -3.68 -3.55 -3.42 -3.89 
9 -2.13 -2.32 -2.09 -3.05 -3.38 -3.60 -5.04 -5.33 -5.52 -5.66 -5.85 -5.17 -4.82 -5.47 -4.81 -5.95 -6.73 
10 -0.54 -0.79 -0.62 -0.71 -1.14 -1.15 -1.29 -1.58 -1.88 -2.07 -2.32 -2.27 -2.65 -2.97 -3.06 -3.26 -3.40 
11 0.02 -0.24 -0.07 -0.17 -0.16 0.05 0.16 -0.16 0.01 -0.20 0.10 -0.13 -0.17 -0.41 -0.18 -0.31 -0.37 
12 -0.67 -0.33 -0.34 -0.75 -0.83 -0.51 -0.87 -0.32 -0.53 -0.45 -0.77 -0.48 -0.21 -0.72 -0.70 -0.91 -0.43 
13 -0.43 -0.69 -0.56 -0.58 -0.64 -0.61 -0.53 -0.70 -0.39 -0.66 -0.67 -0.54 -0.89 -0.69 -0.79 -1.21 -1.30 
14 -0.58 -0.30 -0.66 -0.59 -0.81 -0.98 -0.74 -0.80 -0.66 -1.00 -0.95 -0.96 -0.99 -1.12 -1.05 -1.00 -0.99 
15 -0.37 -0.45 -0.52 -0.30 -0.36 -0.06 -0.60 -0.40 -0.45 -0.49 -0.18 -0.62 -0.69 -1.00 -0.81 -0.59 -0.55 
16 -0.92 -0.37 -0.72 -0.23 -0.57 -0.38 -0.99 -0.53 -0.64 -0.78 -0.79 -1.09 -0.69 -0.72 -0.73 -0.82 -0.79 
17 -0.22 -0.21 -0.39 -0.45 -0.23 -0.06 -0.35 -0.42 -0.29 -0.55 -0.47 -0.54 -0.44 -0.38 -0.52 -0.40 -0.42 
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Table A-1 (Con’t) 

No 
Test loops 

Output 
35 36 37 38 39 40 41 

1 -3.58 -3.42 -3.78 -3.90 -4.02 -4.22 -4.28 -4.51 
2 -1.68 -2.61 -2.31 -2.58 -2.96 -3.28 -3.55 -3.25 
3 -1.71 -2.22 -2.08 -1.92 -2.75 -2.33 -2.10 -3.13 
4 -3.17 -3.38 -3.38 -3.99 -4.19 -4.45 -4.69 -4.87 
5 -2.98 -2.84 -2.93 -3.34 -3.25 -3.32 -3.56 -3.45 
6 -4.12 -3.36 -4.23 -3.95 -4.54 -4.25 -4.45 -4.37 
7 -2.30 -2.29 -2.78 -3.44 -3.57 -3.48 -4.03 -3.92 
8 -4.28 -4.48 -4.26 -4.70 -5.00 -4.63 -5.03 -5.36 
9 -6.44 -6.37 -6.31 -6.67 -6.60 -6.51 -6.58 -6.57 
10 -3.58 -3.42 -3.78 -3.90 -4.02 -4.22 -4.28 -4.51 
11 -0.49 -0.64 -0.60 -0.65 -0.73 -0.65 -0.81 -0.53 
12 -0.61 -0.67 -0.65 -0.75 -1.03 -0.73 -0.94 -0.91 
13 -1.17 -1.08 -1.04 -0.91 -1.03 -0.98 -1.22 -1.10 
14 -1.01 -1.28 -1.22 -1.08 -1.30 -1.19 -1.31 -1.45 
15 -0.37 -0.75 -0.51 -0.77 -0.56 -0.72 -0.92 -0.65 
16 -1.32 -1.11 -0.72 -0.35 -0.54 -0.62 -1.05 -1.05 
17 -0.29 -0.19 -0.57 -0.09 -0.38 -0.39 -0.29 -0.62 
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Table A-2 The verification model result of topology (41,45,1) MSE=1.68 and RMS=1.30 
Actual Prediction Actual Prediction Actual Prediction 
-5.87 -6.47 -3.19 -4.00 -0.77 -2.64 
-6.04 -6.47 -4.47 -5.68 -0.80 -1.96 
-3.39 -3.27 -4.07 -3.87 -0.11 -1.55 
-3.38 -4.54 -5.41 -6.29 -0.68 -1.10 
-3.28 -1.21 -3.38 -3.62 -1.10 -1.38 
-3.71 -4.05 -4.58 -4.85 -0.19 -1.09 
-3.73 -3.01 -3.37 -4.05 -0.82 -0.96 
-4.23 -4.33 -3.15 -3.57 -0.72 -1.03 
-5.40 -6.24 -5.59 -6.30 -0.46 -1.51 
-4.35 -5.23 -4.68 -6.36 0.46 -1.13 
-6.23 -6.37 -6.48 -6.00 -0.73 -1.33 
-3.78 -5.08 -5.67 -6.38 -0.66 -1.23 
-4.07 -3.87 -3.18 -2.99 -0.69 -1.21 
-3.23 -2.62 -5.03 -5.95 -0.27 -1.22 
-3.92 -4.74 -6.06 -6.25 -0.84 -1.78 
-3.13 -4.46 -4.59 -4.47 -1.13 -2.00 
-3.29 -2.71 -0.98 -1.90 -0.94 -1.01 
-6.48 -6.00 -3.96 -5.20 -0.47 -1.11 
-5.01 -6.22 -3.42 -5.57 -0.79 -1.19 
-3.22 -3.27 -3.33 -4.12 -0.79 -1.83 
-3.12 -3.47 -1.57 -1.60 0.13 -1.64 
-3.24 -4.02 -0.66 -1.09 -0.34 -2.47 
-4.27 -5.60 -0.82 -1.38 -0.31 -1.51 
-3.27 -2.97 -0.30 -0.96 -0.06 -1.07 
-4.29 -6.41 -1.40 -2.00 -2.47 -2.02 
-3.54 -3.85 -0.43 -5.62 0.05 -1.38 
-4.49 -5.06 -0.83 -1.07 0.03 -1.53 
-3.39 -3.24 -0.42 -1.14 -0.71 -1.30 
-3.32 -3.36 -0.14 -1.22 -2.23 -2.43 
-4.28 -4.92 -0.56 -3.77 -0.98 -1.18 
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Table A-2 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.96 -1.80 -0.21 -1.21 -1.18 -1.18 
-0.34 -0.91 -0.59 -1.31 -0.07 -1.56 
-0.55 -0.90 -0.29 -2.65 -0.21 -1.34 
-1.46 -1.51 -1.01 -3.36 -1.23 -3.28 
-0.52 -3.12 -0.22 -1.22 0.05 -0.90 
-1.79 -1.84 -1.49 -1.78 -0.81 -1.20 
-0.43 -1.31 0.13 -0.88 -0.23 -1.18 
-0.99 -1.22 -0.55 -2.44 -0.53 -3.99 
-0.71 -1.74 -0.50 -1.26 -0.18 -1.49 
-0.65 -1.39 -0.73 -2.11 -1.09 -1.57 
-0.62 -1.54 -0.49 -1.11 -0.53 -1.27 
-1.25 -1.68 -0.29 -1.18 -0.64 -0.85 
-0.95 -1.30 -0.16 -1.60 -0.37 -1.12 
-0.76 -1.10 -0.97 -1.11 -0.05 -1.64 
-0.16 -1.85 -0.32 -1.07 -0.49 -1.11 
-0.36 -5.31 -1.50 -3.08 -0.75 -1.38 
-0.63 -1.08 -0.69 -1.91 -0.55 -1.30 
-1.44 -1.94 -0.33 -1.17 -1.14 -1.12 
-0.97 -1.15 -0.64 -1.91 -0.81 -1.54 
-2.02 -1.95 -0.36 -1.89 -0.44 -1.13 
-0.97 -2.16 -1.26 -2.58 -0.65 -1.29 
-0.98 -1.40 -0.57 -1.69 -0.39 -1.11 
-0.72 -1.70 -0.19 -1.03 -0.73 -1.40 
-0.44 -1.15 -0.59 -2.30 0.17 -1.68 
-0.64 -1.21 -0.72 -1.36 -0.05 -1.98 
-0.52 -1.10 -0.90 -2.38 -0.08 -1.73 
-0.58 -1.10 -0.84 -1.52 0.02 -1.53 
0.00 -1.10 -1.04 -1.17 -0.14 -1.12 
-0.42 -1.46 0.21 -1.66 -0.25 -3.88 
-0.32 -1.04 -0.53 -1.00 -1.28 -1.26 
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Table A-2 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.78 -0.92 -0.29 -1.99 -0.33 -0.93 
-0.67 -1.46 0.12 -5.90 -0.41 -2.07 
-0.68 -1.24 0.29 -0.87 -0.94 -1.01 
-2.84 -3.75 0.20 -1.28 -1.53 -2.34 
-0.13 -1.10 -0.91 -2.96 -0.94 -1.60 
-2.12 -2.00 -2.09 -1.96 0.00 -1.44 
0.29 -0.87 -0.75 -1.11 -0.41 -1.01 
-0.22 -3.67 -0.62 -0.85 0.30 -1.28 
-0.35 -1.23 -0.21 -1.95 -0.69 -1.66 
0.16 -0.98 -2.74 -3.74 -0.73 -1.54 
-0.14 -1.05 -0.04 -1.27 
-0.50 -4.62 0.11 -1.05 
-0.45 -3.79 -0.26 -1.13 
-1.63 -1.78 -1.64 -1.79 
-1.08 -1.12 -0.55 -1.43 
0.01 -0.95 -0.43 -1.09 
-0.99 -1.65 -2.01 -1.90 
-0.16 -1.77 -0.84 -2.73 
-1.89 -1.49 -0.40 -2.67 
-2.00 -1.81 -0.38 -2.04 
-1.16 -1.47 -0.41 -1.85 
-0.46 -0.80 -0.85 -2.68 
-0.89 -1.53 -0.82 -3.09 
-0.62 -1.05 -0.66 -1.20 
-0.01 -1.45 -1.03 -1.54 
-0.80 -1.17 -0.30 -1.21 
-0.24 -1.05 -0.63 -1.19 
-0.14 -1.21 -0.25 -1.25 
-0.99 -1.54 -0.64 -3.24 
-0.69 -1.91 -1.05 -2.41 
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Table A-3 The verification model result of topology (41,33,22,1) MSE=1.85 and 
RMS=1.36 

Actual Prediction Actual Prediction Actual Prediction 
-5.87 -5.32 -3.19 -2.05 -0.77 0.14 
-6.04 -5.53 -4.47 -2.18 -0.80 0.21 
-3.39 -0.88 -4.07 -0.38 -0.11 0.21 
-3.38 -2.04 -5.41 -5.64 -0.68 0.20 
-3.28 0.09 -3.38 -0.64 -1.10 0.22 
-3.71 0.21 -4.58 -1.77 -0.19 0.20 
-3.73 -2.09 -3.37 -2.15 -0.82 0.21 
-4.23 -2.30 -3.15 -2.06 -0.72 0.22 
-5.40 -3.85 -5.59 -4.58 -0.46 0.20 
-4.35 -2.14 -4.68 -2.82 0.46 0.19 
-6.23 -4.86 -6.48 -3.48 -0.73 0.21 
-3.78 0.13 -5.67 -5.60 -0.66 0.20 
-4.07 -0.38 -3.18 0.18 -0.69 0.21 
-3.23 -2.00 -5.03 -2.42 -0.27 0.19 
-3.92 -0.15 -6.06 -4.02 -0.84 0.20 
-3.13 -0.42 -4.59 -2.55 -1.13 0.21 
-3.29 -1.97 -0.98 0.21 -0.94 0.22 
-6.48 -3.48 -3.96 -2.09 -0.47 0.22 
-5.01 -2.50 -3.42 -2.15 -0.79 0.21 
-3.22 -1.81 -3.33 -1.98 -0.79 0.20 
-3.12 -2.04 -1.57 0.20 0.13 0.20 
-3.24 -0.59 -0.66 0.22 -0.34 0.20 
-4.27 -1.96 -0.82 0.21 -0.31 0.22 
-3.27 0.13 -0.30 0.20 -0.06 0.22 
-4.29 -0.65 -1.40 0.23 -2.47 0.22 
-3.54 -2.11 -0.43 0.18 0.05 0.22 
-4.49 -2.36 -0.83 0.22 0.03 0.18 
-3.39 -1.92 -0.42 0.23 -0.71 0.22 
-3.32 -0.67 -0.14 0.22 -2.23 -0.07 
-4.28 -2.23 -0.56 0.20 -0.98 0.22 
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Table A-3 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.96 0.21 -0.21 0.19 -1.18 0.19 
-0.34 0.22 -0.59 0.22 -0.07 0.21 
-0.55 0.20 -0.29 0.22 -0.21 0.20 
-1.46 0.23 -1.01 0.19 -1.23 0.17 
-0.52 0.21 -0.22 0.20 0.05 0.22 
-1.79 0.19 -1.49 0.22 -0.81 0.20 
-0.43 0.21 0.13 0.23 -0.23 0.22 
-0.99 0.19 -0.55 0.21 -0.53 0.15 
-0.71 0.11 -0.50 0.21 -0.18 0.21 
-0.65 0.22 -0.73 0.21 -1.09 0.21 
-0.62 0.19 -0.49 0.22 -0.53 0.20 
-1.25 0.21 -0.29 0.22 -0.64 0.22 
-0.95 0.21 -0.16 0.23 -0.37 0.22 
-0.76 0.22 -0.97 0.22 -0.05 0.22 
-0.16 0.13 -0.32 0.22 -0.49 0.23 
-0.36 0.21 -1.50 0.06 -0.75 0.23 
-0.63 0.23 -0.69 0.20 -0.55 0.21 
-1.44 0.20 -0.33 0.22 -1.14 0.21 
-0.97 0.20 -0.64 0.22 -0.81 0.23 
-2.02 0.17 -0.36 0.21 -0.44 0.20 
-0.97 0.16 -1.26 0.21 -0.65 0.23 
-0.98 0.19 -0.57 0.23 -0.39 0.21 
-0.72 0.22 -0.19 0.22 -0.73 0.21 
-0.44 0.21 -0.59 0.19 0.17 0.21 
-0.64 0.15 -0.72 0.20 -0.05 0.21 
-0.52 0.22 -0.90 0.19 -0.08 0.19 
-0.58 0.22 -0.84 0.22 0.02 0.22 
0.00 0.22 -1.04 0.22 -0.14 0.22 
-0.42 0.21 0.21 0.16 -0.25 0.20 
-0.32 0.21 -0.53 0.22 -1.28 0.21 
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Table A-3 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.78 0.22 -0.29 0.22 -0.33 0.16 
-0.67 0.20 0.12 -1.67 -0.41 0.22 
-0.68 0.19 0.29 0.23 -0.94 0.22 
-2.84 -1.73 0.20 0.22 -1.53 -1.87 
-0.13 0.21 -0.91 0.20 -0.94 0.22 
-2.12 0.21 -2.09 0.18 0.00 0.22 
0.29 0.23 -0.75 0.22 -0.41 0.22 
-0.22 0.13 -0.62 0.22 0.30 0.22 
-0.35 0.22 -0.21 0.21 -0.69 0.22 
0.16 0.22 -2.74 -0.05 -0.73 0.21 
-0.14 0.23 -0.04 0.22 
-0.50 0.22 0.11 0.22 
-0.45 0.16 -0.26 0.21 
-1.63 0.23 -1.64 -0.25 
-1.08 0.22 -0.55 0.21 
0.01 0.22 -0.43 0.22 
-0.99 0.20 -2.01 0.17 
-0.16 0.21 -0.84 0.20 
-1.89 0.21 -0.40 0.00 
-2.00 0.18 -0.38 0.21 
-1.16 0.21 -0.41 0.22 
-0.46 0.20 -0.85 0.21 
-0.89 0.22 -0.82 0.19 
-0.62 0.20 -0.66 0.21 
-0.01 0.21 -1.03 0.22 
-0.80 0.22 -0.30 0.22 
-0.24 0.23 -0.63 0.20 
-0.14 0.22 -0.25 0.23 
-0.99 0.21 -0.64 0.19 
-0.69 0.21 -1.05 -0.17 
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Table A-4 The verification model result of topology (41,10,9,10,1)  
  MSE=3.64 and RMS=1.91 

Actual Prediction Actual Prediction Actual Prediction 
-5.87 -5.55 -4.28 -1.42 -0.56 -2.48 
-6.04 -5.01 -3.19 -0.78 -0.77 -1.74 
-3.39 -0.78 -4.47 -2.90 -0.80 -2.38 
-3.38 -1.56 -4.07 -1.89 -0.11 -2.25 
-3.28 -2.66 -5.41 -3.87 -0.68 -2.32 
-3.71 -2.55 -3.38 -0.38 -1.10 -2.18 
-3.73 0.00 -4.58 -1.82 -0.19 -2.19 
-4.23 -0.32 -3.37 -0.97 -0.82 -2.42 
-5.40 -4.17 -3.15 0.00 -0.72 -2.36 
-4.35 -0.38 -5.59 -5.07 -0.46 -2.35 
-6.23 -4.61 -4.68 -3.36 0.46 -2.31 
-3.78 -2.15 -6.48 -5.58 -0.73 -1.99 
-4.07 -1.89 -5.67 -4.23 -0.66 -2.42 
-3.23 0.17 -3.18 -0.55 -0.69 -2.33 
-3.92 -1.82 -5.03 -2.44 -0.27 -2.20 
-3.13 -2.30 -6.06 -3.44 -0.84 -2.28 
-3.29 -0.83 -4.59 -1.61 -1.13 -2.22 
-6.48 -5.58 -0.98 -2.39 -0.94 -2.13 
-5.01 -4.01 -3.96 -1.18 -0.47 -2.26 
-3.22 0.09 -3.42 -2.37 -0.79 -2.41 
-3.12 -0.28 -3.33 -2.19 -0.79 -2.36 
-3.24 -0.51 -1.57 -2.43 0.13 -2.36 
-4.27 -1.91 -0.66 -2.41 -0.34 -2.39 
-3.27 -0.91 -0.82 -2.38 -0.31 -2.40 
-4.29 -2.64 -0.30 -2.36 -0.06 -2.36 
-3.54 -0.78 -1.40 -2.35 -2.47 -2.11 
-4.49 -1.60 -0.43 -2.42 0.05 -2.31 
-3.39 -0.08 -0.83 -2.29 0.03 -2.14 
-3.32 -1.08 -0.42 -2.40 -0.71 -2.33 
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Table A-4 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.98 -2.35 -0.14 -2.46 -2.23 -1.04 
-0.96 -2.34 -0.32 -2.16 0.21 -2.34 
-0.34 -2.38 -0.21 -2.41 -0.53 -2.37 
-0.55 -1.81 -0.59 -2.42 -1.18 -1.96 
-1.46 -2.42 -0.29 -2.42 -0.07 -2.29 
-0.52 -2.45 -1.01 -2.32 -0.21 -2.22 
-1.79 -1.90 -0.22 -2.32 -1.23 -2.33 
-0.43 -2.35 -1.49 -2.45 0.05 -2.39 
-0.99 -2.17 0.13 -2.42 -0.81 -2.35 
-0.71 -1.71 -0.55 -2.40 -0.23 -2.39 
-0.65 -2.25 -0.50 -2.40 -0.53 -2.46 
-0.62 -2.41 -0.73 -2.43 -0.18 -2.39 
-1.25 -2.33 -0.49 -2.42 -1.09 -2.28 
-0.95 -2.39 -0.29 -2.37 -0.53 -2.40 
-0.76 -2.35 -0.16 -2.40 -0.64 -2.41 
-0.16 -2.55 -0.97 -2.41 -0.37 -2.35 
-0.36 -2.43 -0.32 -2.34 -0.05 -2.40 
-0.63 -2.42 -1.50 -2.17 -0.49 -2.40 
-1.44 -2.47 -0.69 -2.42 -0.75 -2.22 
-0.97 -2.25 -0.33 -2.34 -0.55 -2.36 
-2.02 -1.62 -0.64 -2.06 -1.14 -2.24 
-0.97 -2.33 -0.36 -2.34 -0.81 -2.36 
-0.98 -2.24 -1.26 -2.02 -0.44 -2.34 
-0.72 -2.44 -0.57 -2.40 -0.65 -2.28 
-0.44 -2.39 -0.19 -2.40 -0.39 -2.32 
-0.64 -2.29 -0.59 -2.46 -0.73 -2.43 
-0.52 -2.30 -0.72 -2.36 0.17 -2.38 
-0.58 -2.35 -0.90 -2.25 -0.05 -2.41 
0.00 -2.35 -0.84 -2.43 -0.08 -2.14 
-0.42 -2.29 -1.04 -2.40 0.21 -2.34 
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Table A-4 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
0.02 -2.41 -0.24 -2.38 -0.63 -2.13 
-0.14 -2.37 -0.14 -2.17 -0.25 -2.42 
-0.25 -2.41 -0.99 -2.24 -0.64 -2.41 
-1.28 -2.49 -0.69 -2.35 -1.05 -2.20 
-0.78 -2.39 -0.29 -2.33 -0.33 -2.40 
-0.67 -2.42 0.12 -2.45 -0.41 -2.39 
-0.68 -2.42 0.29 -2.36 -0.94 -2.24 
-2.84 -1.24 0.20 -2.38 -1.53 0.12 
-0.13 -2.32 -0.91 -2.36 -0.94 -2.36 
-2.12 -2.18 -2.09 -0.49 0.00 -2.44 
0.29 -2.40 -0.75 -2.29 -0.41 -2.42 
-0.22 -2.48 -0.62 -2.27 0.30 -2.42 
-0.35 -2.40 -0.21 -2.36 -0.69 -2.32 
0.16 -2.29 -2.74 -2.84 -0.73 -2.43 
-0.14 -2.38 -0.04 -2.33 
-0.50 -2.49 0.11 -2.38 
-0.45 -2.41 -0.26 -2.37 
-1.63 -2.05 -1.64 -0.71 
-1.08 -2.25 -0.55 -2.14 
0.01 -2.33 -0.43 -2.28 
-0.99 -2.32 -2.01 -1.28 
-0.16 -2.30 -0.84 -2.29 
-1.89 -1.88 -0.40 -2.43 
-2.00 -1.97 -0.38 -2.32 
-1.16 -2.20 -0.41 -2.39 
-0.46 -2.40 -0.85 -2.37 
-0.89 -2.31 -0.82 -0.87 
-0.62 -2.31 -0.66 -2.36 
-0.01 -2.41 -1.03 -2.38 
-0.80 -2.42 -0.30 -2.46 
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Table A-5 The verification model result of topology (41,16,12,12,18,1)  
  MSE=1.73 and RMS=1.31 

Actual Prediction Actual Prediction Actual Prediction 
-5.87 -2.59 -4.28 -2.67 -0.42 0.15 
-6.04 -2.42 -3.19 -2.63 -0.14 0.16 
-3.39 -2.58 -4.47 -2.21 -0.56 0.11 
-3.38 -2.32 -4.07 -1.09 -0.77 0.10 
-3.28 -0.06 -5.41 -2.52 -0.80 0.15 
-3.71 -0.27 -3.38 -2.05 -0.11 0.08 
-3.73 -2.66 -4.58 -2.22 -0.68 0.20 
-4.23 -2.70 -3.37 -2.65 -1.10 0.22 
-5.40 -2.09 -3.15 -2.66 -0.19 0.21 
-4.35 -2.67 -5.59 -2.49 -0.82 0.01 
-6.23 -2.38 -4.68 -2.34 -0.72 0.06 
-3.78 -1.17 -6.48 -3.29 -0.46 -0.16 
-4.07 -1.09 -5.67 -2.32 0.46 0.14 
-3.23 -2.58 -3.18 -0.56 -0.73 0.18 
-3.92 -2.44 -5.03 -2.31 -0.66 0.07 
-3.13 -0.84 -6.06 -2.52 -0.69 0.23 
-3.29 -2.56 -4.59 -2.71 -0.27 0.06 
-6.48 -3.29 -0.98 0.17 -0.84 0.12 
-5.01 -2.28 -3.96 -2.53 -1.13 0.20 
-3.22 -2.47 -3.42 -1.67 -0.94 0.23 
-3.12 -2.56 -3.33 -2.63 -0.47 0.17 
-3.24 -1.19 -1.57 -0.03 -0.79 0.14 
-4.27 -2.12 -0.66 0.18 -0.79 0.14 
-3.27 -0.26 -0.82 0.10 0.13 0.28 
-4.29 0.26 -0.30 0.16 -0.34 0.19 
-3.54 -2.66 -1.40 0.29 -0.31 0.15 
-4.49 -2.28 -0.43 0.14 -0.06 0.18 
-3.39 -2.65 -0.83 0.05 -2.47 0.08 
-3.32 -2.27 0.03 0.25 0.05 0.19 
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Table A-5 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.71 0.24 0.00 0.14 -1.04 0.15 
-2.23 -0.99 -0.42 0.03 0.21 0.18 
-0.98 0.19 -0.32 0.03 -0.53 0.14 
-0.96 0.08 -0.21 -0.12 -1.18 0.10 
-0.34 0.17 -0.59 0.12 -0.07 0.17 
-0.55 -0.18 -0.29 0.14 -0.21 0.20 
-1.46 -0.02 -1.01 0.14 -1.23 -0.04 
-0.52 0.15 -0.22 -0.01 0.05 0.14 
-1.79 -0.24 -1.49 0.28 -0.81 -0.06 
-0.43 0.13 0.13 0.15 -0.23 0.14 
-0.99 0.16 -0.55 0.12 -0.53 0.14 
-0.71 0.25 -0.50 0.09 -0.18 0.14 
-0.65 0.22 -0.73 0.15 -1.09 0.18 
-0.62 0.08 -0.49 0.11 -0.53 0.08 
-1.25 0.15 -0.29 0.20 -0.64 0.12 
-0.95 0.09 -0.16 0.16 -0.37 0.10 
-0.76 0.14 -0.97 0.03 -0.05 0.13 
-0.16 0.12 -0.32 0.17 -0.49 0.20 
-0.36 0.18 -1.50 0.14 -0.75 0.20 
-0.63 0.14 -0.69 0.17 -0.55 0.14 
-1.44 0.10 -0.33 0.16 -1.14 0.12 
-0.97 -0.01 -0.64 0.29 -0.81 0.16 
-2.02 0.03 -0.36 0.17 -0.44 0.09 
-0.97 -0.10 -1.26 0.02 -0.65 0.23 
-0.98 0.07 -0.57 0.16 -0.39 0.13 
-0.72 0.14 -0.19 0.12 -0.73 0.00 
-0.44 0.14 -0.59 0.15 0.17 0.12 
-0.64 -0.18 -0.72 -0.01 -0.05 0.14 
-0.52 0.24 -0.90 -0.16 -0.08 0.26 
-0.58 0.12 -0.84 0.13 0.02 0.16 
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Table A-5 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-0.14 0.17 -0.14 0.12 -0.25 0.17 
-0.25 0.16 -0.99 0.15 -0.64 0.06 
-1.28 0.11 -0.69 0.21 -1.05 0.02 
-0.78 0.16 -0.29 0.09 -0.33 0.07 
-0.67 0.14 0.12 0.06 -0.41 0.22 
-0.68 -0.04 0.29 0.11 -0.94 0.18 
-2.84 -2.64 0.20 0.17 -1.53 -2.47 
-0.13 0.12 -0.91 -0.02 -0.94 0.06 
-2.12 -0.28 -2.09 -0.35 0.00 0.18 
0.29 0.18 -0.75 0.15 -0.41 0.14 
-0.22 0.12 -0.62 0.07 0.30 0.15 
-0.35 0.16 -0.21 0.05 -0.69 0.15 
0.16 0.18 -2.74 0.21 -0.73 0.12 
-0.14 0.25 -0.04 0.20 
-0.50 0.14 0.11 0.25 
-0.45 -0.01 -0.26 0.20 
-1.63 0.23 -1.64 -1.90 
-1.08 0.20 -0.55 0.27 
0.01 0.18 -0.43 0.06 
-0.99 -0.02 -2.01 0.00 
-0.16 0.18 -0.84 0.18 
-1.89 -0.09 -0.40 0.02 
-2.00 -0.13 -0.38 0.25 
-1.16 0.11 -0.41 0.13 
-0.46 0.14 -0.85 0.15 
-0.89 0.27 -0.82 -0.15 
-0.62 0.10 -0.66 0.15 
-0.01 0.14 -1.03 0.14 
-0.80 0.15 -0.30 0.16 
-0.24 0.17 -0.63 0.18 
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APPENDIX B 

Table B-1 The testing result of neuron network model and compare with experiment 
  RMSP=0.45, MP=23.03, Accuracy=91.74% 

Actual Prediction Actual Prediction Actual Prediction 
-3.00 -3.37 -0.84 -1.25 -0.58 -1.55 
-3.97 -5.08 -0.70 -1.09 -0.10 -1.14 
-5.49 -6.00 0.28 -1.55 -0.36 -1.03 
-3.13 -6.22 -0.06 -0.98 -1.92 -3.27 
-3.16 -1.78 -0.38 -1.17 -0.60 -1.07 
-3.00 -3.42 -0.93 -1.13 -0.43 -1.27 
-4.68 -6.17 0.06 -1.01 -0.90 -1.18 
-7.19 -7.15 -0.70 -2.95 -0.60 -1.56 
-6.48 -7.14 -0.52 -1.09 -0.28 -1.77 
-3.70 -6.20 -0.04 -1.77 -0.79 -1.20 
-3.12 -3.90 -0.35 -1.29 -0.17 -1.76 
-3.06 -3.24 -0.51 -0.98 -0.47 -1.47 
-3.21 -6.33 -0.32 -1.54 -1.33 -2.59 
-3.65 -3.15 -0.54 -1.30 0.15 -0.76 
-6.10 -7.17 -0.52 -1.75 -0.64 -1.69 
-3.71 -5.32 -2.34 -1.67 -0.37 -1.19 
-4.76 -3.20 -0.45 -1.06 -0.71 -1.21 
-4.42 -7.10 -0.88 -1.36 -0.53 -1.02 
-3.21 -3.01 -0.41 -1.44 -0.34 -1.02 
-3.33 -4.46 -0.05 -0.56 -0.39 -1.57 
-4.61 -7.17 -0.68 -1.16 -0.56 -1.12 
-4.24 -7.18 -0.53 -1.18 -0.81 -1.24 
-3.71 -5.32 0.06 -2.53 0.29 -1.01 
-3.43 -0.85 -1.17 -1.40 -1.60 -2.28 
-4.15 -7.10 -0.31 -1.30 -0.34 -1.92 
-0.47 -1.58 -2.10 -2.40 -0.39 -0.58 
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Table B-1 (Con’t) 
Actual Prediction Actual Prediction Actual Prediction 
-1.73 -1.67 -0.50 -1.54 -0.44 -1.22 
-1.11 -1.63 -0.53 -3.98 -1.47 -2.70 
-0.50 -1.52 -0.56 -1.36 -1.54 -2.15 
0.21 -1.04 -0.14 -1.08 -0.18 -1.42 
-0.54 -2.78 -0.03 -2.35 -0.19 -1.50 
-0.69 -1.15 -0.41 -1.03 -1.02 -1.12 
-0.58 -1.25 -0.20 -0.98 -0.57 -1.56 
0.36 -0.78 -1.14 -1.87 -2.00 -2.65 
0.47 -1.02 -1.58 -1.70 -0.63 -1.92 
-0.07 -0.89 -2.15 -2.99 -0.97 -1.38 
0.17 -1.30 -2.37 -3.65 -0.77 -1.40 
-0.34 -0.92 -0.16 -1.51 0.51 -0.95 
0.35 -1.11 -0.44 -1.07 -0.55 -1.75 
-2.40 -3.95 -0.61 -0.27 -0.69 -1.79 
-0.52 -1.69 -0.23 -1.07 -0.36 -1.18 
0.32 -1.21 0.42 -1.00 
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APPENDIX C 

The neural network model detail of topology 41,45,1 (46 neurons and 2 hidden 
layer) 
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Table C-1 The detail of neuron network model layer 1 (Total 45 nodes) 
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Table C-1 (Con’t) 
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Table C-1 (Con’t) 
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Table C-1 (Con’t) 
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Table C-1 (Con’t) 
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Table C-1 (Con’t) 

     
 
 



 61 

Table C-1 (Con’t) 
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Table C-1 (Con’t) 
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Table C-1 (Con’t) 

     



Table C-2 The detail of neuron network model layer 2  
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