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CHAPTER I

INTRODUCTION

1.1 The Applications of Thiosulfate

Thiosulfate (S2O
2−
3 ) compounds are one of the most commonly substances utilized

in many fileds. There are a large number of applications in a variety of industries.
They are used as the effective and potential technology for gold and silver leaching
in ore mine industries, due to forming a strong complex with the metal in the extrac-
tion process [1–4]. Binding silver atoms to present in film or paper also uses this ion
in the photographic industries [5]. Numerous studies have been proposed the redox
reaction in many kinds of works; for instance, electrochemical reaction about metal
deposition on electrode via the oxidation of thiosulfate [6, 7], silver electrocrystalli-
sation [8, 9] and synthesis of silver nanoparticles. The shape transformation from
triangular nanoprisms to hexagonal nanoplates occurred after adding some sodium
thiosulfate [10]. This ion also contributes in various biological processes [11–13].
Especially in agriculture, thiosulfate (TS) liquid fertilizers provide a source of sul-
fur (S) and also contain other nutrients in many forms of thiosulfate; for example,
nitrogen as ammonium thiosulfate (ATS), potassium as potassium thiosulfate (KT-
S), calcium as calcium thiosulfate (CaTS) and magnesium as magnesium thiosulfate
(MgTS). When mixing ATS with urea ammonium-nitrate (UAN), it can inhibit and
decrease the rate of urea hydrolysis, which is the conversion of urea to ammonium
(NH+

4 ), and reduce the loss of ammonia (NH3) as a gas after application to soil by
the formation and presence of the intermediate tetrathionate (S4O

2−
6 ) as the urease

inhibitor not by thiosulfate itself [14, 15]. Moreover, thiosulfate ion also influences
on the inhibition of nitrification, which is the conversion of NH+

4 to nitrate, in the
presence of ATS. [15] Atmospheric emission of the soil fumigant methyl bromide
(CH3Br) causes the stratospheric ozone depletion and toxicological effects on hu-
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mans [16], and 1,3-dichloropropene (1,3-D) has toxicity and carcinogenicity [17].
ATS has a potential surface amendment to reduce CH3Br volatilization from soil
fumigation [16] and can transform 1,3-dichloropropene (1,3-D) in soil to non-volatile
ions, which are less toxic [17].

1.2 The Investigations of Thiosulfate

1.2.1 The Experimental Investigations of Thiosulfate

The spectroscopic investigations by both IR and Raman of thiosulfate compounds
have been studied by many experiments [18–20]. Church and Evans [21] observed
the reaction of sodium tetrathionate with cysteine at pH 5 at the boil and room
temperature by the Raman and infrared spectra investigation. They also studied the
referenced compounds, e.g. sodium thiosulfate pentahydrate in solid state and the
others to compare the spectra with the results from the reaction and the literature.
Rintoul et al. analyzed the surface-enhanced Raman scattering (SERS) for a series
of inorganic sulfur oxoanions on a dry silver-surfaced electrode by means of their
own developed technique for preparing the silver surface [22]. They interested in
the SERS applications and the simple structures of the anions, resulting to simple
Raman spectra that can be interpreted easily. The surface-enhanced Raman data
indicated the interaction between the terminated sulfur atom of thiosulfate and silver
ion [22]. Raman studies of the catalyst on the electron transfer reaction between
hexacyanoferrate(III) and thiosulfate ions with platinum nanoparticles clarified the
binding between the platinum nanoparticle surface and the sulfur atom of thiosulfate
ion [23]. The extended X-ray absorption fine structure (EXAFS) investigation on
gold(I) thiosulfate complex, Au(S2O3)

3−
2 , reported that gold was coordinated by two

sulfurs [24]. Furthermore, the solutions of Cu− S2O3 − Cl systems investigated
by the EXAFS showed the coordinating of Cu(I) to sulfur atoms [25]. From these
experimental results, they can be noticed that the part of the thiosulfate ion interacting
with metal ions in chemical reactions is the terminated sulfur. Although thiosulfate
molecule has the other three oxygen atoms, there is no reaction here.
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1.2.2 The Theoretical Investigations of Thiosulfate

The first theoretical investigation was performed on the gaseous thiosulfate ion. The
studies at MP2, MP4 and B3LYP with 6-31+G* levels suggested the terminated
sulfur to be a stronger nucleophile as well as a stronger base than the oxygen
atoms [26]. However, the highly correlated method at QCI level predicted the
negative value of second electron affinity for the thiosulfate ion, suggesting that the
ion is unstable in the gas phase [27,28]. As thiosulfate compounds are highly soluble
in water indicating the stability in the aqueous solution, the reaction of thiosulfate
ion also occurs in the solution phase where the abundance of water molecules within
an aqueous solution affects on the chemical reactions. Although the thiosulfate is
commonly used in aqueous solutions in many fields, there are a few experimental
and theoretical studies of this ion. Therefore, the main aims of this work are to study
the behavior and the interaction between thiosulfate and water, and also the vibration
of thiosulfate solvated by water molecules by means of the computational calculation
technique leading to be able to explain the structural and dynamical properties of
hydrated thiosulfate anion.

The molecular dynamics (MD) simulation is one effective tool to acquire the
properties of hydrated ion; thus, the ab initio quantum mechanical charge field
molecular dynamics (QMCF MD) formalism [29, 30] was utilized to simulate the
aqueous thiosulfate system. The method includes N-body effects, describing the
interaction between the ion and surrounding water molecules to obtain the hydration
structure in the equilibrium state. About the hydration properties of this ion, there is
only an experiment by the measurement of ultrasonic velocities as the functions of
concentration and temperature to estimate the hydration number of aqueous sodium
thiosulfate [31]. Furthermore, the results of QMCF MD simulation provide the
average geometry of the hydrated thiosulfate ion; unfortunately, the experimental
data of structural parameters for this ion in the solution phase are unavailable.
However, there are many available data of crystal structures determined by X-ray and
neutron diffraction technique from various thiosulfate salts [32–42]. The vibrational
spectra from the normal modes of the thiosulfate ion were calculated and compared
with the experimental results in Raman and IR spectra obtained from the sodium
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or ammonium thiosulfate in aqueous solutions [19, 20, 22, 43]. Here, the hydration
structures and dynamics were evaluated to investigate the role of water molecules
within the hydration shell on the specification of the active site in thiosulfate ion.
Finally, the active site of thiosulfate in chemical reactions is at the terminated sulfur
atom.



CHAPTER II

METHODS

Since the computers are now widespread used in many branches of science, there is
a new field called "computational chemistry", using the computer as an experimental
tool and employing the quantum chemistry as the method to calculate. The com-
putational chemistry focuses on obtaining results relevant to chemical problems, not
directly at developing new theoretical methods. The quantum chemistry is useful for
the systems hard to study by experiment. There are a large number of theoritical
levels to be applied for predicting the systems giving the results in agreement with
the experimental data with accuracy and precision varying with consumable time.
One of the main problems in the computational chemistry is the selection of a suit-
able level of theory for a given problem, and to be able to evaluate the quality of
the obtained results.

2.1 Theories

2.1.1 Quantum Mechanics

Quantum mechanics (QM) is the mathematical description for the behavior of elec-
trons, predicting the observable chemical properties from first principles. It is the
basis for nearly all computational chemistry methods. In theory, QM can predict any
property of an individual atom or molecule exactly. However, the QM equations
have only been solved exactly for one electron systems. The well-known formulation
of QM was devised by Erwin Schrödinger called "Schrödinger equation":

ĤΨ = EΨ, (2.1)
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where Ĥ is the Hamiltonian operator, Ψ is a wave function depending on the
electron and nuclear positions, and E is the total energy. In the mathematics, this
equation form is called an eigen value equation. Ψ is the eigenfunction, and E is an
eigenvalue of the Hamiltonian operator. The operator and eigenfunction might be a
matrix and vector, respectively.

The microscopic systems are described by the "wave functions" that completely
characterize all of the physical properties of the system. Particularly, quantum
mechanical "operators" correspond to each physical observation that allow the wave
function when applied it to predict the probability of system to exhibit a particular
value or range of values (scalar, vector, etc.) for that observation.

The Hamiltonian operator (Ĥ) is

Ĥ = −

particles
∑

i

∇2
i

2mi

+

particles
∑

i<j

∑ qiqj

rij
, (2.2)

∇2
i =

∂2

∂x2i
+

∂2

∂y2i
+

∂2

∂z2i
, (2.3)

where ∇2
i is the Laplacian operator acting on the particle i (particles are both

electrons and nuclei). The symbols mi and qi are the mass and charge of particle
i, and rij is the distance between particles. The first term in equation (2.2) gives
the kinetic energy of the particle within a wave formulation. The second term is the
energy due to Coulombic attraction or repulsion of particles. This formulation is the
time-independent, nonrelativistic Schrödinger equation. Additional terms can appear
in the Hamiltonian when relativity or interactions with electromagnetic radiation or
fields are taken into account. Unfortunately, the Schrödinger equation can be solved
analytically only for a few simple one-electron systems (a hydrogen-like atom) such
as the one-electron hydrogen atom. The many-electron systems (other more electron
systems) must be solved by introducing the approximations.

Recently, the Hamiltonian above is nearly never used. An approximation is
used to realize that the motion of the nuclei is slow compared to the motion of
the electrons due to the large difference in mass. The problem can be simplified
by separating the nuclear and electron motions, because the electrons are very light
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particles and cannot be described by classical mechanics. On the other hand, the
nuclei are sufficiently heavy displaying only small quantum effects. The large mass
difference indicates that the nuclear velocities are much smaller than the electron
velocities, and the electrons, therefore, adjust very fast to a change in the nuclear
geometry. For a general N -particle system, the Hamiltonian operator contains kinetic
(T̂) and potential (V̂) operators for all particles.

Ĥ = T̂ + V̂ (2.4)

T̂ =
N
∑

i=1

T̂i = −

N
∑

i=1

1

2mi

∇2
i (2.5)

V̂ =
N
∑

i>j

V̂ij (2.6)

The approximation corresponds to neglect the coupling between the nuclear and
electronic velocities, i.e. the nuclei are stationary from the electronic point of view.
The electronic wave function; thus, depends parametrically on the nuclear coordi-
nates, since it only depends on the position of the nuclei, not on their momentum.
To a good approximation, the electronic wave function provides a potential energy
surface upon which the nuclei move, and this separation is known as the Born–

Oppenheimer approximation. The Hamiltonian for a molecule with stationary nuclei
is

Ĥ = −

N
∑

i

∇2
i

2
−

nuclei
∑

I

N
∑

j

ZI

rIj
+

N
∑

i<j

∑ 1

rij
+

nuclei
∑

I>J

nuclei
∑

J

ZIZJ

RIJ

, (2.7)

where N is a number of the electrons. The first term is the sumation of the
kinetic energy for each electron. The second term is the sumation of the Coulombic
attraction between each electron and each nucleus. The third term is the sumation of
the Coulombic repulsion between all electrons. And, the sumation of the repulsion
between nuclei is added onto the energy at the end of the calculation in the last
term. The motion of nuclei can be described by considering this entire formulation
to be a potential energy surface on which nuclei move.

Due to the Born–Oppenheimer (BO) approximation, the inter-nuclear distances
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are constant, therefore, the Hamiltonian of the system is reduced to become only the
electronic Hamiltonian (Ĥel) as the following equation.

Ĥel = −
N
∑

i

∇2
i

2
−

nuclei
∑

I

N
∑

j

ZI

rIj
+

N
∑

i<j

∑ 1

rij
(2.8)

Ĥelψel = Eelψel (2.9)

The energy of the system is obtained by adding the inter-nuclear repulsion po-
tential to the electronic energy.

E = Eel +
nuclei
∑

I>J

nuclei
∑

J

ZIZJ

RIJ

(2.10)

The energy is the expectation value, denoted with angled brackets 〈〉, of the
Hamiltonian operator given by

〈E〉 =

∫

Ψ∗ĤΨ. (2.11)

In theoretical and computational chemistry, a basis set is a set of functions (called
basis functions) representing the electronic distribution function of an atom. The basis
sets describe the atomic orbitals (AOs), and the linear combinations (generally as
part of a quantum chemical calculation) of the basis functions create the molecular
orbitals (MOs). This method is called Linear Combination of Atomic Orbitals to
yeild Molecular Orbitals (LCAO-MO) bonding theory to explain how atoms bond to
form molecules.

2.1.2 Molecular Mechanics

The molecular mechanics (MM) energy expression consists of a simple algebraic
equation for the energy of a compound. It does not use a wave function or total
electron density. The constants in this equation are obtained either from spectroscopic
data or ab initio calculations. A set of equations with their associated constants
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is called a force field. The fundamental assumption of the MM methods is the
transferability of parameters. In other words, the energy penalty associated with a
particular molecular motion. This gives a very simple calculation that can be applied
to very large molecular systems.

The energy expression consists of the sum of simple classical equations. These
equations describe various aspects of the molecule, such as bond stretching, bond
bending, torsions, electrostatic interactions, van der Waals forces, and hydrogen
bonding. Force fields differ in the number of terms in the energy expression, the
complexity of those terms, and the way in which the constants were obtained. Since
electrons are not explicitly included, electronic processes cannot be modeled.

The energies computed by molecular mechanics are usually conformational en-
ergies. This computed energy is meant to be an energy that will reliably predict the
difference in energy from one conformation to the next. The effect of strained bond
lengths or angles is also included in this energy. This is not the same as the total
energies obtained from ab initio methods or the heat of formation from semiempir-
ical methods. The actual value of the conformational energy does not necessarily
have any physical meaning and is not comparable between different force fields.
The MM methods can be modified to compute heats of formation by including a
database or computation scheme to yield bond energies that might be added to the
conformational energy and account for the zero of energy.

The MM methods are not generally applicable to the structures very far from
the equilibrium, such as transition structures. The algebraic expressions used in
the calculations to describe the reaction path and transition structure are usually
semiclassical algorithms. These calculations use an energy expression fitted to an
ab initio potential energy surface for that exact reaction, rather than using the same
parameters for every molecule.
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2.1.3 Molecular Dynamics

Molecular dynamics (MD) is the time-dependent study of a molecular system, such
as vibrational motion or Brownian motion. It requires a way to compute the energy
of the system, most often using an MM calculation. This energy expression is used
to compute the forces on the atoms for any given geometry.

Periordic Boundary Conditions

The computer simulation can predict and study the properties of a system in bulk.
The system size would have to be extremely large to ensure that the surface has
only a small influence on the bulk properties, but this system would be too large
to simulate. The size of the system is limited by the available storage on the
host computer and by the speed of execution of the program. Therefore, computer
simulations are usually performed on a system with small number of molecules,
10 6 N 6 100. Moreover, the bulk system usually requires the lattice to be infinite
in all dimensions to avoid problems with boundary or surface effects caused by
finite size. But, it is impossible to simulate a truly infinite lattice on a computer.
Therefore, we have to prescribe some boundary conditions.

There are three kinds of boundaries which are periodic, reflective, and fixed value
boundaries. The periordic boundary conditions (PBC) [44] are often used in computer
MD simulations to simulate a part of a bulk system with no surfaces presented by
modelling a small part that is far from its edge in order to eliminate the surface
effects, because the molecules near the edge is similar near the surface. In PBC,
a unit cell or simulation box of a geometry suitable for perfect three-dimensional
tiling is defined. Periodic boundaries are obtained by periodically extending the
lattice. The cubical simulation box is replicated throughout space to form an infinite
lattice. In the course of the simulation, when a molecule moves in the central box,
its periodic image in every one of the other boxes moves with exactly the same
orientation in exactly the same way. Thus, a molecule leaves the central box, one of
its images will enter through the opposite face. There are no walls at the boundary
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of the central box, and the system has no surface. The central box simply forms a
convenient coordinate system for measuring the locations of the N molecules. As a
particle moves through a boundary, all its corresponding images move across their
corresponding boundaries. Therefore, the number of particles in the central box (and
hence in the entire system) is conserved. It is not necessary to store the coordinates
of all images in a simulation (this would be an infinite number), just those of
the molecules in the central box. When a molecule leaves the box by crossing a
boundary, attention may be switched to the identical molecule just entering from the
opposite side.

2.1.4 Quantum Mechanical Charge Field Molecular Dynamics

The ab initio quantum mechanical charge field (QMCF) molecular dynamics (MD)
method is one of the formalism to study the interactions among the molecules in the
interested system [29, 30].

Likewise the quantum mechanical/molecular mechanical molecular dynamics (QM
/MM MD) formalism, the system is separated into 2 regions: QM and MM regions.
The QMCF MD has more improvement and accuracy by dividing QM region into 2
subregions: core zone and layer zone. There are both solute and some molecules of
water in the core zone, while there are only solvent (water) molecules in the layer
zone. And there are only solvent molecules as bulk solution in the MM region.
The addition of layer zone is to neglect the non-coulombic interactions between the
solute in the QM core region and solvent molecules in the MM region, because
of long distance until the non-coulombic does not exist. However, there still are
the non-coulombic interactions between solute and solvent molecules in the QM
region [45–48]. The next advantage of QMCF is the charge field to treat the simu-
lation as a real system from idealizing that solute is under the field of charges of the
surrounding molecules. This condition, therefore, causes charge-charge interaction
or also called Coulombic interaction. In order to calculate the Coulombic interac-
tions, all atoms of the solute and solvents are set as the point charges in the system
with the partial charges, for instance, one water molecule has three point charges
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of one oxygen and two hydrogen atoms. However, the calculation in QM and MM
region are different. In MM region, the partial charges on the atoms are fixed along
the whole process of simulation. Despite the QM region, the partial charges are
determined by means of the quantum calculation called "Mulliken" to evaluate new
charges, resulting in changing charges of QM particles (qQM

i ) all the time. The
fluctuation of the charges shows the dynamics of the molecules. The Coulombic
force of each atom j in the MM region calculates via

F
QM→MM
j =

n
∑

i=1

q
QM
i · qMM

j

r2ij
. (2.12)

From Born-Oppenheimer (BO) approximation, all particles, that are heavy atom
in comparison with electron, are included in the core Hamiltonian. Therefore, another
adventage of the QMCF method is the addition of the point charges of the atoms in
MM region into the core Hamiltonian via a perturbation term (V ′

i ):

V ′

i =
m
∑

j=1

qj

rij
for each particle, (2.13)

V ′ =
n

∑

i=1

m
∑

j=1

qMM
j

rij
for the summation of all particles, (2.14)

where n is the number of atoms in the QM region, m is the number of atoms in
the MM region, rij refers to the distance between a pair of particles in the QM (i)
and MM (j) regions, and qMM

j is the partial charges of these atoms. The values of
−0.65996 and +0.32983 were adopted for oxygen and hydrogen charge respectively,
according to the BJH-CF2 model selected for the water in the MM region.

As the conventional QM/MM MD formalism, the QMCF MD method allows
the migration of water molecules between the QM and MM region using the dif-
ferent level of calculation. Therefore, it needs to be applied a smoothing function,
S(r) [49], to the atoms of all molecules located in this smoothing region by the
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following conditions

S(r) =



















1 for r 6 ron (QM region),
(r2off−r2)2(r2off+2r2−3r2on)

(r2off−r2on)
3 for ron < r 6 roff (smoothing region),

0 for r > roff (MM region),

(2.15)

where r is the distance of a given solvent molecule from the centre of the simulation
box, roff is the radius of the QM region and ron is the inner border of the smoothing
region.

This function is applied to ensure that the forces of these molecules are able to
change smoothly and continuously according to

F smooth
j = FMM

j + (F layer
j − FMM

j )× S(r), (2.16)

where F layer
j is the force from a particle j located in the outer QM (MM region)

acting on a particle in the layer zone and FMM
j is the force from a particle j acting

on a particle in the MM region. In this context, it has to be mentioned that energy
is not rigorously conserved, but the related error can be considered minor due to the
short simulation time and the large size of the quantum mechanical region.

2.2 Computational Details

The thiosulfate solution system model is performed by the QMCF MD simulation.
As the experimental density value of pure water at 298 K (room temperature) is
0.997 g cm−3, the density of the simulation box is set as same as the same value.
This system consists of one thiosulfate ion and 495 water molecules in a cubic box
of 24.68 Å with the periodic boundary condition. The simulation is performed in the
NVT ensemble using a general predictor-corrector algorithm with a time step of 0.2
fs. The system temperature is maintained at 298.16 K by the Berendsen temperature-
scaling algorithm [50] with a relaxation time of 100 fs. At the center of the simulation
box, the thiosulfate locates at the center surrounded with water molecules. The QM
radius is set as 6.0 Å, which is larger than size of the thiosulfate ion about 5 Å. The
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QM subregions, the core and the layer zone, is extended from the center to 3.5 and
6.0 Å, respectively. The QM calculation is performed by means of the Hartree-Fock
(HF) method with the Dunning double-ζ plus polarisation (DZP) [51, 52] basis sets
for hydrogen, sulfur and oxygen atoms in the QM region. The thickness of the
smoothing region is chosen as 0.2 Å inside from the QM radius with the values
of ron and roff as 5.8 and 6.0 Å, respectively, according to the radial distribution
function (RDF) obtained from the equilibrated simulation.

The selected water model including an intramolecular potential applied to calcu-
late the interactions between pairs of water in the MM region is the flexible BJH-CF2
model [53, 54], with the cutoff distances of 3.0 and 5.0 Å for non-Coulombic in-
teractions between H atoms and between O and H atoms, respectively. The partial
charges for oxygen and hydrogen atoms in the water molecule of the MM region
are −0.65966 and +0.32983 according to the BJH-CF2 model. This water model
supports the fully flexible molecular geometries of water molecules transiting be-
tween the QM and MM region. The Coulombic interactions between the Mulliken
charges on the atoms within the QM region and the point charges of water molecules
according to the BJH-CF2 model are evaluated providing an electrostatic descrip-
tion by a dynamically charging field of point charges, which change according to
the movements of atoms inside the QM region and water molecules in the MM
region in the course of the simulation. This ensures the continuous adaptation of the
Coulombic interactions to all polarisation and charge-transfer effects within solute
and surrounding solvent layers. [29,30] In addition, the reaction field method com-
bined with the shifted-force potential technique are applied to account for long-range
electrostatic potentials and forces, with a spherical cutoff limit of 12.350 Å. The
system is initially equilibrated by the QMCF MD method for 50,000 steps (10 ps),
and a further 50,000 steps (10 ps) are collected as data sampling for analysis the
structural and dynamical properties.



15

2.3 Structural and Dynamical Properties

Due to the large number of data collected during the simulation time, it is difficult
to understand and analyze the statistical representation of the raw data. So it is the
better way to represent the results in various kinds of graphical representations as
the following.

2.3.1 Radial Distribution Function

The radial distribution function (RDF), g(r), represents the probability distribution of
finding the solvent molecules interacting around the given solute atom (site) of the
solute molecule at the distance r from that site compared to the ideal gas distribution
following the density, ρ, in the form of frequency curve showing the solvation of
the solvent. The RDF, gαβ(r), can be expressed as

gαβ(r) =
Nαβ(r)

4
3
πρ((r + δr)3 − r3)

. (2.17)

Atomic and Molecular RDFs

The evaluation of atomic and molecular RDFs uses different principles. Atomic
RDFs acquire from each atom/site of the molecule which is assumed that its shape
is sphere. We count a number of water molecules as a function of distance from the
position it placed as the center and sweep around the atom spherically. To normalize
atomic RDF in the process of analysis tool program we developed, it is divided by
volume of a sphere V = 4

3
πr3, whereas molecular RDF acquires from the solute

molecule which its shape is not spherical. Shape of the molecule is formed by
overlapping from all single spheres of each atom. Therefore, the spherical volume is
not a great function to be used as the volume of the molecule. The idea to normalize
is to figure out the finest method. In this work we use the numerical method by
means of dividing the whole volume of the molecule into many tiny volume pieces
by generating points randomly and creating small tetrahedral volume [55] within the
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molecule to fulfill all inside and calculate actual volume for the normalization.

2.3.2 Coordination Number Distribution

The coordination number distribution (CND) plot shows the variation of solvation
numbers during the simulation period involving with the ligand exchange processes,
and represents as the histogram. The coordination numbers within the boundary
are analyzed from the molecules locating in the solvation shell which is between
the minima of the peak of the atomic RDFs. The atomic CND can be calculated
by using the two minimum values of the peak of its own atomic RDF, while the
molecular CND uses these two peak values of all atomic RDFs of the solute.

2.3.3 Angular Distribution Function

The angular distribution function (ADF) shows the probability of distinct angles
among selected particles within a specified region. The intramolecular angles both
bond angles and dihedral angles of solute as well as solvent molecules, showing the
variation of solute and solvent geometry during the simulation period. The angles can
be evaluated by the weighted mean. The ADF is used to determine the orientation
of the water molecule in the first solvation shell. For the bulk system, the ADF is
evaluated for comparison of the difference in geometry resulting from the presence
of the solute.

2.3.4 Mean Residence Time

The mean residence time (MRT) of water molecules in the hydration shell of a solute
is evaluated by means of the "direct method" [56] which counts all migrations of
incoming and outgoing ligands under the condition time. The most appropriate time
span to record a lagand displacement from its original coordination sphere as an
exchange process is 0.5 ps [56]. This time interval also corresponds to the average
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lifetime of a hydrogen bond in the solvent [57]. The mean ligand residence, τex, is
defined as

τex =
tsim·CNav

Nex

, (2.18)

where tsim is the simulation time, CNav is the average coordination number of the
respective shell, and Nex is the number of the registered exchange events.

The ability of the solvation shell can be quantified by the number and "sustain-
ability" of ligand exchange processes. The number of exchange events leading to a
longer-lasting change in the solvation structure, N0.5

ex , divided by the number of all
transitions through a shell boundary, N0.0

ex , defines a "sustainability coefficient", Sex

as the following

Sex =
N0.5

ex

N0.0
ex

, (2.19)

which reflects the success ratio of all exchange attempts, while its inverse

Rex =
1

Sex

=
N0.0

ex

N0.5
ex

(2.20)

measures how many border-crossing attemps are needed to produce one long-lasting
change in the hydration structure of the solute.

2.3.5 Velocity Autocorrelation Function

The data from QM/MM and QMCF MD simulations are applied in the velocity
autocorrelation function (VACF) to evaluate the dynamical properties of a fluid
system related to macroscopic transport coefficients, and the association with normal-
coordinate analysis and Fourier transformation yielding the vibrational spectrum [58].
The VACF is a time dependent correlation function, and represents the underlying
nature of dynamical processes in a molecular system. The definition of normalized
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VACF, C(t), is

C(t) =

∑Nt

i

∑N

j vj(ti)vj(ti + t)

NtN
∑Nt

i

∑N

j vj(ti)vj(ti)
, (2.21)

where N is the number of particles, Nt is the number of time origins ti, and vj

denotes a certain velocity component of the particle j. A correlation length of 2.0
ps was used to obtain the power spectra with 4000 averaged time origins for 10 ps
of the simulation time.

The frequencies of vibrational ligand motions of water molecules were evaluated
from the VACFs by using normal-coordinate analysis [58]. It is interesting to define
the normal modes of the vibrations of the solute to predict the vibrational spectra to
compare the frequencies with available experimental data.

2.3.6 Three-dimentional alignment via Contravariant Transformation

In the simulation, all molecules in the system move causing the dynamical change of
their positions throudgout the time. A large number of data from all configurations
collected during the simulation period contain a statistical distribution, having the
limitation to interprete. The visualization of the solute in the simulation period pro-
vides more details to analyze the dynamics in the system. We track the movements
of waters around the thiosulfate solute by adjusting the position of the solute as the
same point as the begining, but only water molecules move around. We set the first
coordination before simulation as the reference frame (Cartesian coordinate). The
basis vectors ~i, ~j and ~k along the x-, y- and z-axes, respectively, can be written in
the matrix form as the following.

~i =







1

0

0







~j =







0

1

0







~k =







0

0

1






(2.22)

We utilize the superimposed configurations with the three-dimentional (3D) align-
ment by using the contravariant transformation to represent the dynamical motions
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of the solute and solvent moving along the simulation time. This method can be
used for molecule having more than three atoms to construct the molecular plane.
Because the Cartesian coordinates of all atoms are changed in each simulation step,
we set the molecular frame as shown in Figure 2.1 to define the direction to rotate
them.

x‛

y‛

z‛

S(1)

S(2)

O(5)

O(4)

O(3)

v
2

v
1

Figure 2.1: The reference coordinate defined from the new basis vectors via the facet
constructed from three oxygen atoms for each trajectory configuration

The new positions of the solute in each simulation step can create the new x′-, y′-
and z′-axes. We define new basis vectors via the facet constructed from three oxygen
atoms for each trajectory configuration. We define ~v1 as the vector of O(5)−O(3)

and ~v2 as the vector of O(5)−O(4). The vector ~v1 and ~v2 are on the molecular
plane. We let the S(1)− S(2) bond direction in the z′-axis, which is perpendicular
with the plane. Therefore, the unit normal vector ez of the facet from the cross
product between the ~v1 and ~v2 defines the z′-axis, whilst the unit vector ex from the
summation of these two vectors of the vertices defines the x′-axis. Furthermore, the
y′-axis is the unit normal vector ey from the cross product of the z′- and x′-axes.
The molecular frame can be represented as the following equation.

ez =
~v1 × ~v2

‖~v1 × ~v2‖
(2.23)
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ex =
~v1 + ~v2

‖~v1 + ~v2‖
(2.24)

ey =
ez × ex

‖ez × ex‖
(2.25)

These vectors have three components and can be written in the matrix form as below.

ex =







exx

exy

exz






ey =







eyx

eyy

eyz






ez =







ezx

ezy

ezz






(2.26)

These vectors have the orthogonal property. Thus, we can create the operator
being the rotation matrix R that it is the unitary matrix. It can be constructed from
the basis vectors ex, ey, ez of the molecular frame.

R =
[

ex ey ez

]

≡







exx eyx ezx

exy eyy ezy

exz eyz ezz






(2.27)

According to the property of unitary matrix, the inverse matrix equals the transpose
matrix.

R−1 = Rt ≡







exx exy exz

eyx eyy eyz

ezx ezy ezz






(2.28)

The operation of the transpose of the rotation operator with each axis of the
molecular frame rotate it back to the Cartesian reference axis.

R̂t






exx exy exz

eyx eyy eyz

ezx ezy ezz







ex






exx

exy

exz






=

~i






1

0

0






(2.29)

R̂t






exx exy exz

eyx eyy eyz

ezx ezy ezz







ey






eyx

eyy

eyz






=

~j






0

1

0






(2.30)
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R̂t






exx exy exz

eyx eyy eyz

ezx ezy ezz







ez






ezx

ezy

ezz






=

~k






0

0

1






(2.31)

The equation (2.29) to (2.31) proof the contravariant property of the Rt matrix.

When the rotation matrix operates on the reference vertor matrix, it becomes the
new vector of the new position as acquired from the simulation.

R̂v = v′ (2.32)

On the other hand, one can rotate all atoms from the output data of the simulation by
the contravariant matrix operating on the vectors of each atom in that configuration,
and then become the positions which are in the same coordinate as the reference.

v = R̂−1v′ = R̂tv′ (2.33)

This method can transform all points of the atoms to be as the reference that fix
the atoms of the solute molecule. Therefore, the positions of the water molecules
are changed in each configuration, representing the dynamics of the water molecules
around the solute in the 3D figure.



CHAPTER III

RESULTS AND DISCUSSIONS

3.1 Verification of Method: Water Models and Basis Sets

According to the publication of Mark and Nilsson [59] studying the structure and dy-
namics of five rigid body water models: the TIP3P (original [60] and modified [61]),
SPC (original [62] and refined [63]), and SPC/E (original) [64] models, they found
that different water models give significantly different properties. The SHAKE al-
gorithm [65] was applied to constrain the bond lengths including a fictitious H− H

bond for making the model rigid under exactly the same condition. The results from
TIP3P both original and modified models still have well-known problem, which gOO

of the RDF is flat and has too little structure beyond the first peak as many researches
discussed before [60,61,66]. The dipole moment of the SPC/E water model is larger
than the original SPC model for increasing point charges in order to give a lower
potential energy, therefore, the bulk properties of the SPC/E water model are closer
to the experimental values of liquid water than the original SPC model. The SPC/E
water model gives the best dynamics and structure of bulk water compared with
the experimental values for liquid water. Unfortunately, the interaction potentials
from these five models employed in MD simulation treat the water molecules as
rigid system (fixed geometry), which the parameters such as bond length and bond
angle are constrained. These models are unable to simulate as the real water system,
having the movement of the water i.e. translation, rotation and vibration.

Another well-known water model, the central force (CF) model [67] solves this
problem by treating the oxygen and hydrogen atoms as dynamically distinct mass
points, which have suitable electrostatic charges and subject to strictly additive pair
potentials. This model uses the set of three central potentials, VHH(r), VOH(r) and
VOO(r) to describe all atom-pair interactions in the system to determine whether the
atoms belong to the same molecule. However, the vibration frequencies extremely
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disagree with experiment. The modified CF models, namely CF1 [68] and CF2 [69],
improve the ability to represent real water. However, they remain an error from
the several mathematical restraints placed on the model. The CF2 model [69] treats
the oxygen and hydrogen atoms as dynamically distinct mass points having the
suitable electrostatic charges, which are subject to strictly additive pair potentials [53].
Additionally, the intra-molecular water interaction from BJH model utilizes two O–H
distances and the H–O–H angle that it allows the vibration feature for the water in the
MM region of previous simulations [58, 70]. Therefore, the BJH–CF2 water model
was selected in this research, because the combination between the BJH water model
and the central force (CF2) model, namely BJH–CF2, consists of inter- and intra-
molecular interaction potentials, remaining the high quality of the inter-molecular
potential from the CF2 model without any modification [54].

The distance distribution for Ow · · ·Ow in the bulk within the range 6–12 Å of
the elementary box from the central box is evaluated and shown in Figure 3.1. The
mean Ow · · ·Ow distance is 2.85 Å (the center of half-height of the distribution), due
to a slight asymmetry of the distribution. This distance is an excellent agreement
with the experimental value of 2.88 Å [71], supporting a high quality of the BJH–
CF2 water model to describe the properties of liquid water comparing with other
rigid models [59].

2.3 2.42.5 2.62.7 2.8 2.9 3 3.1 3.2
r [Å]

0.0

0.5

1.0

1.5

2.0

2.5

O
cc

ur
en

ce
 [%

]

Figure 3.1: The Ow · · ·Ow distance distribution of water molecules in the bulk
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Table 3.1: Vibrational frequencies of water molecules in the QM and MM (bulk)
regions. The values of QM region were scaled by the factor of 0.902 presented in
parentheses.

Frequency (cm−1)
Q1 Q2 Q3

QM region 3811 (3438) 1792 (1616) 3844 (3467)
MM region (bulk) 3453 1694 3551
Liquid exp. [72] 3345 1645 3455

The vibrational frequencies for the normal modes of water molecules are another
advantage of the BJH–CF2 model; thus, the power spectra for the symmetric (Q1) and
asymmetric (Q3) stretching modes, and the bending mode (Q2) of water molecules
within the QM region and the bulk of the thiosulfate solution are also computed
and summarized in Table 3.1. The frequencies in the bulk are consistent with those
obtained in previous simulations [58,70], and are slightly higher than the experimental
values for the liquid water [72]. The omission of quantum effects within the MM
region attributes the differences in Q1 and Q3 between calculated and experimental
values. The remarkable difference between the Q3 and Q1 frequencies of 33 cm−1

(29 cm−1 for scaled values) in the QM region compares to the values of 98 and
110 cm−1 from the bulk and experiment, respectively, indicating a distinct situation
of water molecules within the QM region due to the interaction with the thiosulfate
ion.

The decency of the selected theoretical level acquires the properties of the thio-
sulfate solution, verified by the comparison of percentage error in the binding energy
with the correlated methods. Structure I, II and III are the testing models, each
system consists of a thiosulfate ion with 1, 3 and 6 water molecules, respectively,
and the structure IV is one selected configuration from the QMCF MD trajectories
having 6 water molecules in the vicinity of thiosulfate ion, shown in Figure 3.2.
The MP2, MP4(SDQ) and CCSD calculations are performed to evaluate the binding
energy on the optimized geometries of the structure I, II and III at the HF level,
and on the structure IV that it includes the effects of temperature and thermostat
algorithm. Table 3.2 presents the percentage errors, obtained from MP2, MP4(SDQ)
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I II

III IV

Figure 3.2: The structure I, II and III are the [S2O3(H2O)n]
2− (n = 1, 3 and 6)

clusters obtained from the geometry optimization at the HF level and the selected
configuration from the QMCF MD trajectories (structure IV), employing to evaluate
the binding energy at the MP2, MP4(SDQ) and CCSD levels.

and CCSD levels which are compared with the corresponding HF energy, of binding
energies and also shows with the basis set superposition error (BSSE) according to
Boys-Bernardi procedure [73, 74] for the testing models (Structure I, II and III) and
the selected configuration (Structure IV).

As the Table 3.2, the values can be ordered from less to more as CCSD <
MP4(SDQ) < MP2. The high correlation as MP4(SDQ) and CCSD methods supports
the adequacy of the HF associating with the selected basis sets to study the aqueous
thiosulfate system, according to the less percentage errors than 10% and the feasibility
of recent computer. The inclusion of the effects of temperature and thermostat
algorithm in the structure IV increases a percentage error by 1.1% (CCSD method)
comparing with the value of structure III, suggesting a slight contribution of these
effects in the simulation result. The percentage errors including the BSSE also
indicate the suitability of HF level to investigate this system.
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Table 3.2: Percentage error of binding energies obtained from MP2, MP4(SDQ) and
CCSD calculations compared with the value of HF level. The values in parenthe-
ses present the percentage error including the basis set superposition error (BSSE)
according to Boys-Bernardi procedure.

Structure percentage error
MP2 MP4(SDQ) CCSD

I 8.1 (0.2) 6.4 (1.8) 6.1 (1.7)
II 8.5 (0.1) 6.8 (1.6) 6.6 (1.4)
III 9.0 (0.6) 7.3 (1.0) 6.9 (0.9)
IV 10.9 (1.3) 8.6 (1.1) 8.0 (1.2)

3.2 Structural and Dynamical Properties of Thiosulfate Ion

The dynamical movement data of all atoms in the system were collected during
the simulation. They are statistical data which are difficult to understand if demon-
strate as numerical presentation. Therefore, we present the data in the easier way
to comprehend as graphical representation. According to the gradient of forces,
the visualization of the thiosulfate ion in the simulation period provides qualitative
details of its geometric changing. In other words, the QMCF formalism allows the
translation, rotation and vibration of the solute within the system. It does not have
the meaning to demonstrate the superimposed configurations of this state. Thus, we
eliminated the translation by selecting the sulfur atom, namely S(1), bonding with
one sulfur and three oxygen atoms as the center of simulation box for each configu-
ration, and translating all atoms by subtracting with the coordinate of the center as
the 3D display in Figure 3.3a.

It shows the translated coordinates of the thiosulfate ion of all configurations.
Although it illustrates the dynamics of all atoms of the thiosulfate molecule, it is
unable to analyze any information from this due to the remaining of the rotation.
Therefore, the three-dimensional (3D) alignment is applied by using the contravariant
transformation to rotate the inner molecular reference frame constructed from the
plane of three oxygen atoms of the thiosulfate ion in each configuration to the
cartesian reference frame [75]. Figure 3.3b presents the superimposed configurations
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(a)

(b)

Figure 3.3: All superimposed trajectories for the coordinates of S2O
2−
3 ion (a) without

and (b) with 3D alignment obtained from the QMCF MD simulation. The yellow
spheres are the sulfur, and red spheres are the oxygen atoms

with 3D alignment. The rest of the vibration modes result in small movements for
all atoms within the ion and lead to be able to predict the vibrational spectra. The
coordinates of all atoms from all configurations can also be used to find the average
geometry of the thiosulfate.

3.2.1 Structural Parameters and Geometry

To construct the average geometry of the thiosulfate (S2O
2−
3 ) ion, it is necesssary to

construct the z-metrix by utilizing all structural parameters within the ion (internal
solute parameters) such as bond distances, bond angles and dihedral angles from
the QMCF MD result analyzed by the angular distribution functions (ADFs). The
average of these parameters with statistical deviation are listed in Table 3.3 and used
to construct the average geometry of the ion as shown in Figure 3.4 to compare with
the experimental data.
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Table 3.3: The structural parameters for the geometry of S2O
2−
3 ion obtained from

the average of their distributions with variations

Structural Parameter QMCF MD
S(1)− S(2) (Å) 1.981± 0.044

S(1)−O(3) (Å) 1.487± 0.028

S(1)−O(4) (Å) 1.487± 0.030

S(1)−O(5) (Å) 1.489± 0.029
∠O(3)S(1)S(2) (deg) 110± 4
∠O(4)S(1)O(3) (deg) 110± 4
∠O(5)S(1)O(3) (deg) 109± 5
O(4)S(1)O(3)S(2) dihedral (deg) 120± 5
O(5)S(1)O(3)O(2) dihedral (deg) −120± 5

                                        

S(1)

S(2)

O(3)

O(4)
O(5)

1.
98

1

1.489

1.487

1.487

Figure 3.4: The average geometry of thiosulfate ion constructed from the structural
parameters of QMCF MD simulation

The average S− S bond length is significantly longer than S−O distances due
to the larger atomic size of sulfur than oxygen atom. The average values of all
S(1)−O bond lengths are similar, indicating the equivalence of the oxygens and
the bonds within the ion; however, there might be a slight variation in the length of
S(1)−Os bonds. All S(1)−O bond distances in the thiosulfate ion are consistent
with those of sulfate (SO2−

4 ) on the same method [76], of terminated oxygen atoms
in bisulfate (HSO−

4 ) [77] and in sulfonate ion (HSO−

3 ) [75]. They are shorter than
those (1.53 Å) within sulfite (SO2−

3 ) obtained from QMCF MD and LAXS [78] and
bisulfite (SO3H

−) [75].
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The bond and dihedral angles are collected in the form of angular distribution
functions (ADFs). The bond angles around the center atom are about 110° indicating
the similarity of oxygen atoms within the ion. The O− S(1)−O bond angles are
approximately 110° smaller than those of bisulfate [77] which are 113° resulting
from the larger sulfur than hydrogen atom.

The properties of S− S bond

The average S− S distance obtained from the QMCF result is 1.981 Å in good
agreement with many X-ray and neutron diffraction data from various thiosulfate
salts in solid phase, reporting the values in the range of 1.961 to 2.024 Å [32–42].
However, the S− S distance from the optimized geometry of this ion in the gas
phase at the MP2/6-31+G(d) level is 2.093 Å [26,27] overestimated when comparing
with the X-ray and neutron diffraction data. Furthermore, according to the analysis
of the hydration shell of the thiosulfate anion in Section 3.3.1, the atomic RDFs
of two sulfur atoms are strange. Interestingly the RDF of the center atom S(1) is
apparent showing the obvious hydration structure in spite of the fact that center atom
inside the molecule surrounded with the other terminated atoms weakly interacts with
water molecules unlike those ones, while the hydration structure of S(2) is unclear.
Therefore, we pay attention to this circumstance. The hypothesis is the effect of
water interacting with this anion. Thus, we optimize the free thiosulfate ion in
both gas phase and solution phase treated with the polarizable continuum model
(PCM) with various levels by using the Gaussian03 package [79] and report the
bond distances in Table 3.4.

It can be noticed that all distances in the PCM are shorter than those in the gas
phase, exhibiting the effect of solvent on the ion to decrease the bond distances as
previous report [80]. Additionally, the average distances obtained from the QMCF
MD simulation are closed to those obtained from the PCM at the same theoritical
level (HF/DZP) more than any results from the gas phase. Despite the obvious
effect of the explicit water molecules in the QMCF MD method on the bond length
changing within the thiosulfate ion compared with the results from gas phase, this
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Table 3.4: The bond distances (Å) within the optimized geometries of S2O
2−
3 ion in

gas and PCM phases obtained from various theoretical levels

Theoretical Level Gas PCM
S− S S−O S− S S−O

HF/DZP 2.049 1.482 2.011 1.480
MP2/DZP 2.068 1.525 2.015 1.523
QCISD/DZP 2.074 1.524 2.030 1.521
HF/6-31+G(d) 2.074 1.474 2.035 1.473
MP2/6-31+G(d) 2.093 1.513 2.041 1.512
QCISD/6-31+G(d) 2.096 1.511 2.054 1.509
G3MP2 2.090 1.503 2.055 1.498

method differs from the implicit solvent model of PCM approach. While the S− S

bond distance from QMCF MD is shorter than from gas phase at the same theoretical
level as same as the PCM, S−O bond distances are longer.

The S−O bond distances of QMCF MD slightly differ from PCM, but S− S

distances are significantly different. We assume that the water might affect to the
S− S more than S−O bond. The investigation, therefore, is extended into the
effect of the water molecule on the S− S bond within the ion via a simple model
consisting of one water molecule interacting with the S(2) atom of the thiosulfate
ion in the gas phase. Using the Gaussian03 package [79], the calculations at HF,
MP2 and QCISD levels with the same basis sets as the QMCF MD simulation are
performed on the system. In order to fix the position of the uninterested part of the
thiosulfate molecule and be able to see the dynamics of the S− S bond, we constrain
S(1) · · ·Owater distance instead of S(2) · · ·Owater and simulate the system by varying
the constrained distances of S(1) · · ·Owater in the range of 4.5 to 6.0 Å with a step
of 0.1 Å.

Figure 3.5 displays the change of the S− S bond length affected by the distance
of the water molecule from the ion. At the begining we set the orientation of the
water molecule pointing one hydrogen atom to the ion as it should be as proven by
the RDFs in section 3.3.1, whereas at the end after the optimization in the gas phase,
the orientation becomes as shown in the Figure 3.5 because of the same hydrogen
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Figure 3.5: The relative S− S distances to its optimized model of 6.0 Å calcu-
lation at the same theoretical level (∆dS−S) were the function of the distances of
S(1) · · ·Owater (dS(1)···Owater) calculated at the HF (solid line), MP2 (dotted line), and
QCISD (dashed line) levels

atoms with the same positive partial charge without any intermolecular interactions
with other waters as in the QMCF MD simulation. From the graph, the more water
molecule comes closer, the more S− S bond is shrinked. It presents the hydrophobic
property of this bond similar to the S− H bond within the sulfonate ion [75]. This
also indicates a crucial role of explicit water molecules in the solution to decrease
the S− S distance.

3.2.2 Vibrational Spectra

The vibrational spectra are predicted by the VACF method. In order to obtain the
vibrational frequencies corresponding to the S− S and S(1)−O vibrational motions,
the velocities of all atoms of the thiosulfate ion are analyzed on the basis of Raman
and IR active modes of its symmetry. As free ion, the point group of thiosulfate
is C3v symmetry with 6 (3a1 + 3e) vibrational frequencies/bands expected from the
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group theory by the following representation:

Γvib(C3v) = 3a1(R, IR) + 3e(R, IR) (3.1)

According to the group theory, degree of freedom (DOF) for non-linear molecule
is 9 from 3N−6, where N is the number of all atoms in the molecule. In accordance
with vibrational representation, Γvib(C3v), a is 1 dimentional representation, and e

is 2 dimentional representation, therefore, Γvib(C3v) = (3)(1) + (3)(2) = 9 normal
modes. However, e is doubly degenerate modes, which 2 modes overlap at the same
band, resulting to 3 bands from 6 modes of e and 3 bands from 3 modes of a; hence,
the Raman and IR spectra can be predicted as only 6 bands. In order to predict the
vibrational spectra by means of the QMCF MD simulation analyzing via VACFs, we
assign the 6 normal modes of this solute molecule and create vectors by matching
with these normal modes. All modes are Raman and IR active. The atomic motions
of these modes are schematically depicted in Figure 3.6.
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Figure 3.6: Raman and IR active harmonic normal modes of the thiosulfate ion in
the C3vsymmetry
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Although the ideal structure of the thiosulfate ion is the C3v symmetry, the geom-
etry of this molecule is changed during the simulation period. Thus, the instantaneous
S and O velocities are decomposed into the necessary smallest fragments. The S(2)

velocity is projected onto the unit vector parallel to the corresponding S(1)− S(2)

bond (u1) and also the O(n) velocities are projected onto the unit vector parallel to
the corresponding S(1)−O(n), n = 3− 5 bonds (ui, i = 2− 4) respectively.

Ui denote the projection of the S(2) or O velocity onto the unit vectors (ui)

νs(SO3)(a1) = U2 + U3 + U4 (3.2)

ν(SS)(a1) = −U1 + B1 + B2 + B3 (3.3)

δs(SO3)(a1) = S3 + S4 + S5 (3.4)

νas(SO3)(e) = −U2 + U3 (3.5)

δas(SO3)(e) = P2 + P3 + P4 (3.6)

δ(SS)(e) = N1 +M2 (3.7)

The predicted spectra of the thiosulfate are displayed in Figure 3.7. Some bands
show mixed modes and have more than one frequency, but the actual bands of the
spectra should be isolated: one normal modes should give one frequency and each
a mode should have only one frequency. These result from unclean defined vectors
because of the dynamics throughout the simulation. There are mixed vibrational
modes resulting from the stretching and bending of the molecules at the same time.
The vectors are flactuated with the direction change affecting to the re-orientation
through the simulating time resulting in mixed mode. The highest peak and its
frequency are defined to belong to that mode. The vibrational frequencies and
assignments for each mode of thiosulfate are listed in Table 3.5, presenting with
the scaled values in parentheses by the factor of 0.902 obtained from the correction
with the coupled-cluster singles and doubles (CCSD) level [70]. The frequencies of
each mode are in good agreement with the experimental data [19, 20, 22] as shown
in Table 3.5, supporting that the QMCF MD simulation is a reliable tool to analyze
the vibration modes of the solute to predict IR and Raman spectrum [70,77,81–83].
However, all calculated frequencies (without scaling) are higher than the experimental
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data under 90 cm−1 while the scaled values are lower around 35 cm−1 indicating
that the factor adjusts the results to be corrected values close to the spectroscopic
data.
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Figure 3.7: Power spectra of (a) νs(SO3) (solid line) and νas(SO3) (dashed line)
modes, (b) ν(SS) (solid line) and δs(SO3) (dashed line) modes, and (c) δas(SO3)
(solid line) and δ(SS) (dashed line) modes

Figure 3.7a shows the isolated spectra of νs(SO3) and νas(SO3) modes, corre-
sponding to the characteristic assignment in Raman experiment [20]. The spectra in
Figure 3.7b and Figure 3.7c present the mixing of the ν(SS) with δs(SO3) modes and
the δas(SO3) with δ(SS) modes, respectively, corresponding with the normal coordi-
nate analysis of the Raman spectra by Alvarez et al. [43] The splitting of ν(SS) peak
accords the susceptible changing the length of the S− S bond with the dynamics of
water molecules within its hydration sphere, similar with the ν(SH) spectrum of the
sulfonate ion [75]. The frequency of δs(SO3) is higher than the value of δas(SO3)

mode, conforming to the assignment via an accurate investigation with the isotope
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Table 3.5: Vibration frequencies (cm−1) of highest peak for each normal mode of
S2O

2−
3 ion evaluated by the VACFs of QMCF MD simulation, given as values scaled

by the factor 0.902 in parentheses

vibration modea QMCF MD Raman and IR
νas(SO3)(e) 1205 (1087) 1122b, 1118c, 1107d, 1118e, 1132f
νs(SO3)(a1) 1075 (970) 995b, 999c, 999d, 995e, 995f
δs(SO3)(a1) 749 (676) 663b, 670e, 669f
δas(SO3)(e) 554 (499) 533b, 538e, 541f
ν(SS)(a1) 489 (441) 443b, 448c, 448d, 450e, 446f
δ(SS)(e) 342 (309) 332b, 337c, 334d, 340e, 335f

aNotation of vibration modes: stretching (ν); bending (δ); symmetric (subscript s); asymmetric
(subscript as).

bRaman data of Na2S2O3 in aqueous solution [22].
cRaman data of 1 M Na2S2O3 in aqueous solutions [20].
dRaman data of 0.5 M Na2S2O3 in aqueous solutions [20].
eRaman data of (NH4)2S2O3 in aqueous solutions [20].
fIR data of SO3S

2− in the solid state [19].

effect on the IR and Raman spectra [43]. This again confirms that the combination
of vector analysis with the QMCF MD result is appropriate to evaluate the power
spectra of solute comparable with the experimental data.

3.3 Structural and Dynamical Properties of the Hydration Shell

3.3.1 The Atomic Hydration Shell

Radial Distributation Functions (RDFs)

The interactions of water molecules with the coordinating sites (atoms) of thiosul-
fate anion contribute the hydration shell covering around this solute. To study the
properties of the hydration shell, the primary data of the hydration structures for
each site from the QMCF MD simulation we first evaluate are the atomic radi-
al distribution functions (atomic RDFs) as shown in Figure 3.8, representing the
existence of the hydration shells of these sites. The positions of the first peak
(rmax) and its boundary (rmin), in other words, the distances of the maximum and
minimum probability, gαβ(r), of water molecules constructing hydration shell, re-
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spectively, for (site) · · ·Owater and (site) · · ·Hwater RDFs of the thiosulfate ion are
listed in Table 3.6. Overall, the distances of both maximum and minimum for
each (site) · · ·Hwater are obviously shorter than (site) · · ·Owater indicating that the
orientation of water molecules within the hydration shells points Hwater atom to the
coordinating sites via hydrogen bonding. The distances for SS · · ·water are longer
than those of OS · · ·water showing that oxygen atom of thiosulfate (OS) can attract
water molecule to interact closer than sulfur atom (SS).

0.0

0.5

1.0

1.5

2.0

g S
 -

 w
at

er(r
)

0 1 2 3 4 5 6 7 8 9
r [Å]

0.0

0.5

1.0

1.5

g O
S -

 w
at

er
(r

)

(a)

(b)

Figure 3.8: The atomic RDF plots of (a) S(1) and S(2) atoms referring to black and
red lines, and (b) O(3), O(4) and O(5) atoms presenting with black, red and blue
lines; solid and dashed lines refer to the RDFs for the O and H atoms of water,
respectively

Interestingly, from the Figure 3.8a, the atomic RDFs of the center S(1) atom
showing clearly hydration structures are complicated by the fact that center atom
located inside the molecule is hardly interact with water because it is surrounded
with the other terminated atoms [77]. When we analyzed deeply in detail and used
Owater as the center of mass of water molecule to explain the phenomena, we found
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Table 3.6: Characteristic values of the radial distribution function gαβ(r) for each
site of S2O

2−
3 ion in the hydration shell determined by the QMCF MD simulation

coordinating site rmax(Ow)
a rmin(Ow)

a rmax(Hw)
a rmin(Hw)

a na

S(1) 3.88 4.90 3.00 3.66 8.9
S(2) 3.72 3.92 – 3.18 3.5
O(3) 2.80 3.74 1.84 2.50 2.9
O(4) 2.92 3.58 1.90 2.44 2.6
O(5) 2.72 3.62 1.78 2.50 2.7
Surface 2.82 3.82 1.82 2.42 9.2

armax and rmin are the distances of the maximum and minimum of gαβ(r) for the hydration shell
in Å, and n is the averaged coordination numbers of the shell, respectively.

that the RDFs of S(1) is not the hydration shell by itself. The distance 4.90 Å
of the boundary (rmin) of S(1) · · ·Owater RDF may correspond to the direct sum of
distances between the S(1)−O bond (∼1.5 Å) and its hydration boundary of oxygen
site OS · · ·Owater (∼3.6 Å), indicating that the first band of this RDF coincides with
the hydration spheres of oxygen sites. And the RDFs of the terminated S(2) atom are
also unusual band. Remarkably, the RDF of S(2) · · ·Hwater presented in Figure 3.8a
shows the broadband of the hydration shell without the characteristic of the peak
due to the hydrophobic property of the S− S bond as proven in Figure 3.5, and this
results in the difficulty to indicate the boundary of the atomic hydration sphere of the
S(2) · · ·Owater RDF. When we used the same criterion with the other atoms to make
a decision on the band position at the lowest point, the RDF displayed the significant
minimum at the location of 4.76 Å. However, this distance is larger than the size
of thiosulfate ion and also includes the hydration shell of the other sites. Thus, we
reconsidered the hydration sphere of the S(2) site and defined the first minimum at
3.92 Å adjacent to the highest peak as the boundary of S(2) · · ·Owater RDF. The
boundary of S(2) · · ·Hwater RDF is also ambiguous, but we locate its boundary in
order to use in CND in the next analysis section by seeking the position giving the
same integration number as obtained from the boundary of the S(2) · · ·Owater RDF
which is at 3.18 Å. Displayed in Figure 3.8b, the hydration spheres of all oxygen
atoms within the thiosulfate ion (Os) are similar corresponding to a slight variation
of S(1) · · ·Os lengths as mentioned above. Moreover, the minima of the hydration
shells of all atomic RDFs in Figure 3.8 are above the baseline representing the
exchanges of the water ligand between the hydration shells and bulk solution.
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Coordination Number Distributions (CNDs)

The coordination number distribution (CND) shows the spread of the amount of
water coordinating with the solute. To evaluate the CND, the boundary position
of the atomic hydration shell obtained from its (site) · · ·Owater RDF is employed
to assign the edge to count the number of water molecules as radius from each
site. The procedure for the evaluation of atomic CND counts the number of water
molecules, occurring within the sphere constructed by the boundary from the RDF.
The coordination number (CN or n) relates to the total number of water molecules
interacting with the solute throughout the simulation time. It can be obtained from
the arithmetic mean of CND and presented in the last column of Table 3.6. As
described in the last section, the RDF of S(1) affected from water interacting with
neighbouring oxygen atoms contains water in the atomic hydration shells of three
oxygen atoms, therefore, the coordination number of S(1) (8.9) is close to the direct
sum of the CN values of three oxygen atoms (8.2). The higher CN of S(1) than the
total value of three oxygen atoms resulted from a large diameter of hydration sphere
of the S(1) atom obtained from the distance to its boundary includes some water
molecules from some part of the hydration sphere of S(2) atom. However, the direct
sum of CNs misleads the interpretation of the CN of solute via the over-counting of
water molecules within the intersection of atomic hydration spheres [84], indicating
the location of waters in the intersection of the atomic hydration spheres.

3.3.2 The Molecular Hydration Shell

To study the properties of hydration shell of the solute in aqueous solution, the
molecular approach is applied to evaluate the RDFs and CN for the thiosulfate
ion. The molecular RDF provides the possibility to find water molecules within
the isotropic molecular domain. It is obtained as the distance from the molecular
surface of solute molecule, calculated by the combination of all atomic hydration
shells constructed from the union of spheres having the identical radii [55]. The
coordinating site is assigned by the shortest distance among the values obtained
from the oxygen of water and each site within the thiosulfate ion. The evaluation of
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molecular RDFs with or without the inclusion of S(1) atom gives the same distri-
butions due to the weak interaction with solvent in comparison with the terminated
S(2) and OS atoms, denoting a negligible role of it in the molecular hydration shell.
Therefore, we interest in the interactions of water molecules and four coordinating
sites: terminated sulfur, S(2), and oxygen, O(3)−O(5) or OS, atoms of thiosulfate
anion. The molecular domain mentioned in a further analysis will exclude the S(1)

atom. The molecular RDFs of the thiosulfate ion demonstrated in Figure 3.9a shows
a well-defined hydration structure. The positions of the first peak (rmax) and its
boundary (rmin) of the molecular hydration shells of the thiosulfate ion are also
listed in Table 3.6 in the last row labeled as surface. The distance between the first
peak of (molecular) · · ·Owater (2.82 Å) and (molecular) · · ·Hwater (1.82 Å) RDFs is
1.00 Å corresponding to the average length of O− H bonds (0.98± 0.03 Å) within
water molecules located in the molecular hydration shell, confirming the orientation
of water molecules using one hydrogen atom to coordinate with the ion.

The molecular CND is evaluated and displayed in Figure 3.9b with the molecular
domain constructed by applying the boundary obtained form the atomic RDFs of
each site of the thiosulfate ion [55]. All possible coordination numbers (CNs) of
thiosulfate are in the range of 6 to 12 with a dominant value of 9. The average
coordination number (CN) from the molecular RDFs and CND are also reported
in Table 3.6. The direct summation of average atomic CNs for the coordinating
sites (11.7) excluding the one of S(1) atom is higher than the molecular CN (9.2),
differing by 2.5 molecules. The different value indicates that some water molecules
locate in the intersection volume of the atomic hydration spheres, referring a water
molecule can interact with more than one site.

The factors effecting on the molecular coordination number are described below.

1. The different property of atom

The molecular CN of thiosulfate (9.2) is slightly less than the value of sulfate
ion (10.4) [76] consistant with the hydrophobic properties of S− S bond within the
thiosulfate ion.
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Figure 3.9: (a) Molecular RDF plots of S2O
2−
3 ion obtained from the QMCF MD

simulation evaluated by means of the molecular domain; solid and dashed lines
refer to the RDF for the O and H atoms of water, respectively. (b) The molecular
hydration shell coordination number distribution of the ion

2. Charge of the molecule

The molecular CN of sulfonate ion with a single negative charge is 6.6 [75],
presenting weaker interaction and hydration shell than the thiosulfate ion by the
effect of charge on the strength of the molecular hydration shell less interacting with
solvent water molecules.

The molecular CN of thiosulfate in this research is less than the hydration number
obtained from the ultrasonic velocity data which is 13 water molecules located in
the hydration shell of the ion [31]. Actually, we got the similar value of 12.9 if
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we utilized the boundary for the S(2) hydration sphere at 4.76 Å as the first time,
but it is too large atomic hydration sphere as above explanation. This leads to the
conclusion that the evaluated CND method is sensitive with the selection of the
boundary for the atomic hydration sphere, therefore, we also calculate an actual CN
with a precise approach in the next section.

3.3.3 Actual Coordination Number

The water molecules interacting around the solute via the hydrogen bond (H-bond)
can induce other water molecules to come closer for interacting and binding via
H-bond as network resulting to the over value of real coordination number. There
are two groups of water molecules in the hydration shell: water molecules directly
interact with solute and the others, called extra water molecules, interact with the
former kind of water in the first layer. We can calculate the number of the extra
water in the H-bond network located between the molecular hydration shell and bulk
by the different value between the molecular CN and the number of actual contact.
The actual contact number can be obtained by counting the number of hydrogen bond
determined from the parameters (bond distance and angle) of a suitable orientation of
a water molecule to form the H-bond in accordance with the geometric criterion. This
depends on the cutoff parameters in analogy to water–dimethyl sulfoxide [85] and
our previous studies [75,77,80] denoted by R(c)

(1)(2), which the first letter is labelled as
an atom of thiosulfate and the second one is labelled as an atom of water molecule.
The cutoff distances R(c)

OO and R
(c)
OH for each oxygen site of thiosulfate correspond

to the boundary of the atomic hydration spheres obtained from (site) · · ·Owater and
(site) · · ·Hwater RDFs respectively. We also define the cutoff distances of S(2),
namely the R(c)

SO and R
(c)
SH, with the boundary of the atomic hydration sphere from

the S(2) · · ·Owater RDF at 3.92 for the former, while the corresponding S(2) · · ·Hwater

RDF for the latter is 3.18 Å. The difference refering to O− H is too short to form
and determine the suitable H-bond. According to the molecular RDFs, the different
distance between the first peak of (molecular) · · ·Owater and (molecular) · · ·Hwater

(1.00 Å) suggests a co-linear arrangement for O− H bond within a water molecule
to form a H-bond with a coordinating site of thiosulfate; thus, we specify the R(c)

SH
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at 2.92 Å. The angle ϕ(c), another parameter, is set as 30° [85] at the first time.
Table 3.7 lists the average number of H-bonds for each site and the molecular
hydration (surface) of the thiosulfate ion. The H-bonds of the surface is the average
value of the summation of all H-bonds in each time step over the simulation period.

Table 3.7: Average number of hydrogen bonds for each coordinating site and molec-
ular hydration of S2O

2−
3 ion in the simulation period

coordinating site H-bonds
S(2) 1.4± 0.8
O(3) 1.7± 0.7
O(4) 1.7± 0.7
O(5) 2.0± 0.7
surface 6.8± 1.3

The equivalence between the direct sum of each site and the surface values
with the ratio 1:1 for the H-bond formation between the water molecule and the
coordinating site proves that the actual contacts are 6.8 obtained from the average
H-bond of molecular surface and the extra water molecules are 2.4 (9.2− 6.8)
obtained from the difference of the molecular coordination number (CN) and the
number of actual contact. The extra water molecules are located in the molecular
hydration without having the interaction and forming H-bond with the ion directly.
The previous study reported the actual CN of nitrate as 5.2 [80], indicating a weaker
interaction with its molecular hydration than the thiosulfate ion as same as the
conclusion from the ultrasonic velocity experiment [31]. The actual CN indicates
that the thiosulfate has a stronger interaction with the molecular hydration than the
sulfonate ion (with the value of 5.0) [75], reflecting the influence of charge on this
incidence. We also reinvestigate the actual CN for the sulfate ion [76] with the same
procedure and obtain the value of 7.7 ± 1.5 showing a stronger interaction with its
molecular hydration than the thiosulfate ion, corresponding with the consisting of
the hydrophobic S− S bond in the latter ion. The actual contact number compared
with the other ions is agree with the molecular CN as explained before.



43

3.3.4 Mean Residence Time (MRT)

The further dynamical property of water molecules hydrating the thiosulfate ion
within the hydration shell is investigated by means of the ligand mean residence time
(MRT), calculated by the direct method [56]. This method employs 2 kinds of the
average number of water molecules within the hydration shell during the simulation
period evaluated by the number of exchange events with two time parameters (t∗ =
0.0 and 0.5 ps) corresponding to all displacements and sustainable exchange events,
respectively [57]. These t∗ parameters are set to use as a basic measurement to
count all the number of the water molecules and the exchange processes occuring
in the interested period. The t∗ = 0.0 ps is defined as the minimum duration of a
ligand displacement from its original shell to account for an exchange process. This
parameter counts all exchange attemps whenever water molecules come in and out
of the boundary of the hydration shell. While, the t∗ = 0.5 ps is set in accordance
with the average of H-bond life time from H2O · · ·H2O interaction of pure water.
This parameter is used as a criterion to determine water molecules (ligands) having
long time interaction with the solute ion. The standard relaxation time utilized in the
direct method with t∗ = 0.5 ps leads to the MRT of water ligands at the coordinating
sites, while the hydrogen bond lifetimes can be estimated with t∗ = 0.0 ps [56, 84].
Table 3.8 lists all MRT values for all coordinating sites and molecular hydration shell
for the thiosulfate ion, compared with the data of pure water simulations [56, 86].

The number of involved ligands (Ninv) represents the number of all water
molecules involving to coordinate with the evaluated site in the criterion of t∗, while
the number of accounted exchange events (Nex) accumulates the exchange process
of all water molecules of Ninv throughout the simulation period. The summations
of all number of water molecules (Ninv) counted for individual exchange processes
of all coordinating sites of t∗ = 0.0 ps (32 + 23 + 24 + 24 = 103) and t∗ = 0.5 ps
(10+13+14+9 = 46) are higer than those counted for the molecular hydration shell
(45 and 28 respectively). Furthermore, the summations of the number of attempted
and lasting exchange processes (Nex) of individual atoms evaluated at t∗ = 0.0 ps
(285+151+106+105 = 647 events) and at t∗ = 0.5 ps (25+26+21+20 = 92 events)
are also greater than the 315 and 46 events, respectly, counted by the molecular ap-
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Table 3.8: Mean ligand residence time τ (ps), number of accounted ligand exchange
events N and total number of processes needed for one successful water exchange
Rex obtained from the QMCF MD simulation

t∗ = 0.0 ps t∗ = 0.5 ps
Rex

d

Ninv
a N0.0

ex
/10 psb τ0.0

D

c Ninv
a N0.5

ex
/10 psb τ0.5

D

c

S2O
2−

3

S(2) 32 285 0.07 10 25 1.47 11.4
O(3) 23 151 0.20 13 26 1.17 5.8
O(4) 24 106 0.25 14 21 1.26 5.0
O(5) 24 105 0.26 9 20 1.37 5.2
Surface 45 315 0.28 28 46 2.03 6.8

Pure water
H2Oe 269 [56] 0.2 [56], 0.33 [86] 24 [56] 1.7 [56], 1.51 [86] 11.2 [56]
H2O 131f 0.2f , 0.55 [57] 20f 1.3f 6.5f

aNumber of ligand involved in the MRT evaluation according to the value of t∗.
bNumber of accounted exchange events per 10 ps lasting at least 0.0 and 0.5 ps, respectively.
cMean residence time determined by the direct method [56] in picoseconds.
dAverage number of processes needed for one successful ligand exchange.
eValues obtained from a QM/MM-MD simulation of pure water [56, 86] in picoseconds.
fUnpublished results: values obtained from a QMCF MD simulation of pure water in picoseconds.

proach which avoids counting water molecules within the intersection of individual
atomic hydration spheres. Showing that the summations from the coordinating sites
are higher than those from the molecular surface, these values again prove that there
are some water molecules locating in the intersection volume of the atomic hydration
spheres.

At the time which the real exchange processes happen, the exchange events at
t∗ = 0.5 ps of the total atomic N0.5

ex (92 events) and the molecular N0.5
ex (46 events),

the over value from the surface (92− 46 = 46 events) is suggested to be the number
of migrations of water molecules between the coordinating sites of thiosulfate ion as
proven in the next section, despite N0.5

ex of the surface (46 events), which is the events
of water molecules migrating between the molecular surface of the ion and bulk.
This number of the migration events within the ion is equal to its molecular value
representing the confined waters within the molecular hydration shell and reflecting
a longer MRT of the molecular hydration than each coordinating site.

Considering the value of S(2), N0.0
ex (285 events) is greater than N0.5

ex (25 events).
The former shows many events of the short time interaction with the ion, while the
latter represents lower events of the longer time interaction. This demonstrates that
water molecules do not situate close to S(2), indicating the hydrophobic property of
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the S− S bond. And the τ 0.0D of S(2) site also indicates a remarkably short lifetimes
for the formation of H-bonds with water molecules, proving the hydrophobic property
of this S− S bond. It is introduced a peculiar property by the most MRT value for
this site comparing to other atomic sites, caused by the confined water molecules
within the intersection volumes of atomic hydration spheres around the S(2) site.

The τ 0.5D of the molecular surface of the thiosulfate ion is greater than the pure
water, demonstrating that the ion interacts with water molecules via H-bond better
and longer time than the H2O · · ·H2O interaction with themselves. Moreover, the
molecular MRT reveals a strong hydration structure than the pure water; thus, we
classify the thiosulfate ion as a structure-maker consisting of three hydrophilic S−O

and one hydrophobic S− S bonds. The weak interaction between the S(2) site with
a water molecule suggests that it is the active site to interact with other species in
solutions, supporting to the characterizations in many chemical reactions [23–25,87].

The number of processes needed for one successful water exchange is called
Rex, which is the ratio of N0.0

ex to N0.5
ex as shown in the equation (2.20). This

value presents a complexity of the exchange process, according to the significant
difference between the atomic and molecular Rex especially for the S(2) site. The
Nex values of the atomic sites count all exchange events from each site to both
the other sites and bulk according with intra- and inter-molecular hydration shell,
respectively. The Rex of each site shows only the ratio of events referable to
move in or out of that site, but it can not manifest where the water will go or
come from. Besides, Nex of the molecular suface counts only the exchange events
between the surface and bulk. To investigate about migration between sites inside the
molecular hydration shell, therefore, we have to study from Nex counting from only
the exchanges among sites by subtraction Nex of the surface from the summation
of all atomic sites, resulting to N0.0

ex = 647 − 315 = 332 and N0.5
ex = 92 − 46 = 46.

Thus, Rex = N0.0
ex

N0.5
ex

= 647−315
92−46

= 332
46

= 7.2. The Rex for the interchanging of the
coordinating sites within the molecular hydration shell is 7.2 close to the value of
molecular hydration (6.8), presenting an analogy of exchanging rate between intra-
and inter-molecular hydration shell for water molecules, respectively.
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3.3.5 Dynamics of the Water Molecules

The dynamical data of all atoms within the system were being collected during the
simulation. The visualization of the hydration shell during the simulation period
provides an insight to understand the motion of water molecules around the solute.
We investigated via superimposed trajectories with 3D alignment, and found that
some water molecules migrate within the hydration shell and even some come in
and out of the boundary. In here, we represent only one selected water molecule
moving within the molecular hydration shell throughout the simulation time. This
water shows the migration between the coordinating sites and also the location
in the intersection volume. Figure 3.10 illustrates the confined water molecule
within simultaneous atomic hydration spheres in some period of the simulation time,
presented in both distances plot from each coordinating site and the superimposed
trajectories with 3D alignment based on the contravariant transformation [75].

Exhibiting in the Figure 3.10, the water moves all the time but it is mostly
close to the distance around 3 Å which is consistent with the rmax(Ow) values as
reported in the Section 3.3.1 (RDFs). These values in the Table 3.6 illustrate the
average distance (ca. 3.0 Å) from all configurations in the simulation between site
of thiosulfate and oxygen atom of water to form H-bond during the simulation time.

The coordinating site can be determined by the nearest distance of the water from
each site in the Figure 3.10a. At the begining this water locates near and interacts
with O(3) and then rapidly changes the coordinating site from O(3) to S(2) at 0.3
ps and relapses to O(3) again at 1.5 ps, whereas it is far from the other two oxygen
sites during the simulation time as proven in Figure 3.10b. In this time region, this
selected water molecule shows the migration between the coordinating sites within
the molecular hydration shell. The distances of the water from both coordinating
sites in the time period during 3.2 to 5.3 ps are close demonstrating that the water
stays close to both coordinating sites. Therefore, this selected water molecule clearly
presents the location in the intersection volume of the atomic hydration spheres;
however, the coordinating site for the water in this period is the O(3) site by the
basis of molecular hydration shell as mentioned above.
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Figure 3.10: (a) Distances plot of the selected water molecule evaluated from S(2)

(black solid line), O(3) (red solid line), O(4) (green solid line), and O(5) (blue
solid line) sites as a function of time during the QMCF MD simulation period.
(b) All superimposed trajectories for the coordination of the selected water with
3D alignment. The yellow and red spheres are sulfurs and oxygens of S2O

2−
3 ,

respectively, red and gray dots are the oxygen and hydrogens of the water.

The location of water molecules in the intersection volume results to the overes-
timated values of the atomic analysis e.g. atomic RDFs, atomic CNDs and atomic
MRTs. The data of this water molecule clarified an overestimation of atomic MRT
for the S(2) site and present the migration of a water molecule within the molec-
ular hydration shell among coordinating sites. The atomic MRTs of oxygen atoms
indicate an inclusion of these sites in H-bonds network of surrounding waters.



CHAPTER IV

CONCLUSION

The QMCF MD simulation is a powerful tool to study the structural and dynamical
properties of a solute dissolved in the water as a solution. The fundamental properties
of the thiosulfate ion in the aqueous solution with explicit water molecules were
studied by creating the cubic box with the periodic boundary conditions [44] to
make the dilute solution having the density as the water. The optimized geometries
of thiosulfate ion from various theoretical levels indicated that the inclusion of
implicit water model reduces all bond lengths within the ion, specifying a role of
water molecules in the explicit way. The structural parameters from the simulation
result represented a significant effect of water on the S− S bond. This bond shows
a hydrophobic property as it presents a shorter length when a water molecule comes
close to the terminated sulfur or S(2) atom, having a similar property to the S− H

bond within the sulfonate ion [75]. This situation reflected in a splitting peaks of the
ν(SS) spectrum. The atomic RDFs present a difficulty to clarify a hydration structure
for the thiosulfate ion, while the molecular RDFs indicates a clearly molecular
hydration shell and the orientation of water molecules pointing a hydrogen to interact
with the coordinating site. The evaluation of CNs is sensitive to the selection of
the atomic hydration spheres; thus, the number of actual contacts separated from the
CN by the criterion of the H-bonds formation was respected. The greater number
of actual contacts for the thiosulfate (6.8) than nitrate ion (5.2) [80] indicates the
stronger hydration structure of the former than the latter, supporting the experimental
comparison of the hydration number for both ions [31]. A further investigation on the
peculiar atomic MRT results of S(2) confirms the hydrophobicity of this site while
the oxygen sites exhibit the stronger interaction with the water molecules within the
hydration shell. These results suggest the steric effects of water molecules within
the hydration shell protecting the oxygen sites in aqueous solutions, and leave the
active S(2) site readily involving in chemical reactions.
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