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CHAPTER I

INTRODUCTION

Water flooding has often occurred in the world. They caused many related prob-

lems such as flooding, landslide, disease, and other problems. The situations

have occurred by continuously heavy rain, dam-break, breaching of flood defence

etc., and it damaged humans and economies. The problems have necessitated re-

searchers to do numerical modeling of flood inundation which is an important tool

for a risk assessment, preparation, evacuation planning, and real-time forecasting

of flood warning. Moreover, the simulation could also be used to analyze water

management, since it can reproduce information on water depth, water speed, and

flow directions in any regions.

In general, simulation of floods model involves numerical methods with high

computational demand for solving shallow water equations. The shallow water

model has been first introduced in 1D by Saint-Venant [13], and Zhang and Cundy

[46] are the first to use shallow water equations for rain-water overland flow equa-

tions. Fiedler and Ramirez [14] are the first to use finite volume methods, and

Delestre and team [9, 10] are the first to use well-balanced schemes for rain-water

overland flow modeling. The other related applications for hyperbolic problems

are dam-break [15, 30], tsunami [16, 34], river flow [17], and tides [37].

The well-balanced property, where the flux gradients is balanced with the source

terms for steady state solutions, is very important for numerical schemes to avoid

oscillated steady state solution. Bermúdez and Vázquez [6] are the first to mention

the problem of balance between the pressure term and the topography source term,

and Greenberg and LeRoux [19] are the first that developed well-balanced schemes

to avoid this problem.

However, several flood models (see [12, 38, 44]) have been developed and suc-

cessfully applied using simple equations and reduced complexity approaches. The
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motivation of the flood models is that solving the simple equations should reduce

the computational burden and the simulation run times (Dottori [12]).

Since topography has an important influence on the water overland flow model,

using of FVM requires a large amount of digital terrain elevation data grid cells to

improve accuracy of a simulation, and in practice, the computational cost is very

expensive. This needs attention for designing algorithms and schemes for reducing

the number of computed cells without losing much accuracy in the results. One so-

lution is to use adaptive grid methods where the methods continuously adjust grid

resolutions to follow features in the flow. By adaptive techniques, Liang [30] solved

2D shallow water equations with dynamically adaptive quad tree grids using FVM

for dam and dyke break simulations, Popinet [34] developed a quad tree adaptive

solver for tsunami modeling with 2D shallow water equations using a generalized

well-balanced positivity-preserving scheme of Audusse et al [3], and An and Yu

[2] used hydrostatic reconstruction and quad tree grid to model urban flooding.

George [15] solved 2D shallow water equations with well-balanced high-resolution

finite volume methods and block-structured dynamic adaptive mesh refinement

(AMR) for modeling floods in rugged terrain, and applied to the Malpasset dam-

break flood (France, 1959). Moreover, Schreiber [40] presented a method for solving

hyperbolic partial differential equations based on dynamically adaptive triangular

grid.

An alternative technique is the dynamic domain defining method (dynamic

DDM) described by Yamaguchi [45] for the development of GIS-Based flood sim-

ulation software for flood-risk assessment, where during the simulation the calcu-

lation area is adjusted (expanded or shrunk) to exclude dry grid cells.

1.1 Ideas of Research

The basic issues for developing algorithms for flood simulations can be stated as

in the following ideas:

1. Since most of the floods models have been developed and successfully applied us-

ing shallow water equations which is often solved by the finite volume methods,
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we would like to develop floods model based on the shallow water equations and

the finite volume methods. The well-balanced scheme with hydrostatic recon-

struction of Audusse will be adopted in this work to preserve the non-negative

of the water depth and conserve the total water depth, including the ability to

compute dry states.

2. In general, the dynamic DDM can reduce the computational time, however,

it can still increase, if the calculation area is continuously expanded. This

needs attention to utilize an adaptive grid method with the dynamic DDM; an

adaptive grid method can reduce the number of grid cells by merging the grid

cells in some calculation area, while the dynamic DDM can automatically define

the calculation area to exclude unnecessary cells.

3. For the adaptive grid method, two adaptive grid techniques were found in lit-

erature, the block adaptivity and the tree grid adaptivity. The block adap-

tivity [5] uses dynamic embedding of Cartesian meshes of different resolutions,

which works well when relatively large blocks of uniform resolutions can be

combined to track medium- to fine-scale features in the flow. Based on a tree

hierarchical structure, the tree grid adaptivity keeps Cartesian cells as basic

discretization volumes and allows neighboring cells with different spatial res-

olutions. Through a generalization of the basic discrete operators (gradient,

divergence, etc.), solvers can be constructed to work across resolution bound-

aries. The tree grid adaptivity allows a more flexible tracking of flow features

than the block adaptivity (Popinet [34]). Therefore, this work is developed

based on the adaptive grid method using the tree hierarchical structure.

4. For the adaptive tree grid method, most of recent researches as have performed

modeling using adaptivity on regularized quad tree grids, where each parent cell

has zero or four children and is balanced in the sense that the levels of adjacent

cells cannot differ more than on. In this work, we attempt to design the algo-

rithm and numerical schemes for the adaptivity based on general rectangular

tree grids.
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5. The previous adaptive tree grid models used second order high-resolution finite

volume schemes in terms of time and space. However, in the simulation of the

flood flow over natural topography, the second order high-resolution schemes

may not be significant when compared with uncertainties in topographic data

and information available for calibration of friction parameterization. If first

order schemes are implemented, the adaptive tree grid method should provide

further significant improvements in computational efficiencies (Liang [31]). This

becomes attention for the development of the adaptive tree grid method with

first order finite volume schemes. The main motivation of the attention is sim-

ple schemes should reduce the computational resources and the simulation run

times. Moreover, since validations of the first order schemes with the adaptive

tree grid method have been ignored by other researchers, it becomes attention

to validate the scheme for the flood simulation.

6. Since flood simulation using simple equations and with reduced complexity ap-

proaches are efficiency in terms of computational costs, it becomes attention to

develop the simple model for floods risk assessment. The diffusion and wave

equations can also be to describe water or wave propagations, (see [1, 8, 38]),

however, they have not been used to describe the water flow and wave propaga-

tions in rugged terrains. In this work, we will develop a model using the diffusion

equation for flood risk areas assessment occurred after continuous heavy rainfall.

1.2 Objectives of Research

The objectives of this research can be described as follows:

1. To develop algorithms to simulate and visualize floods on natural topography

based on finite volume methods for shallow water equations, by modifying the

adaptive grid technique developed in [2, 30, 34] for rectangular quad tree grids,

and combining with the dynamic DDM. Here, the idea of quad tree grids is

extended for general tree grids to handle natural topography data in general.
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2. To apply the developed algorithms to simulate and visualize flood risk areas

based on the diffusion model for water flow.

1.3 Operation of Research

The details of operation of the research are the following:

1. Study previous works about finite volume methods for shallow water equations,

numerical schemes and algorithms based on adaptive tree grid methods, the

dynamic DDM, and other models for dynamic system.

2. Develop computational algorithms for shallow water equations based on the

idea of the dynamically adaptive general tree grid and the dynamic DDM.

3. Develop the software to simulate and visualize floods on natural topography.

The software is programed using Delphi Version 7 with OpenGL library.

4. Check the accuracy and efficiency of the developed algorithms and softwares.

5. Develop a simple algorithm based on the diffusion equation.

6. Write papers and dissertation of the research.

1.4 Organization of Dissertation

The rest of the dissertation is organized as follows. Chapter 2 presents the deriva-

tion of the flood model based on shallow water equations. The designing of the

computational algorithm of FVM based on the adaptive grids and dynamic DDM

are explained in Chapter 3. Also presented in Chapter 3 are some experiments

to check the accuracy of the algorithm. The numerical simulations and results

for floods on natural topography are shown in Chapter 4. Chapter 5 describes

simplification of the dynamically adaptive grid algorithm using a first order finite

volume scheme, while Chapter 6 presents the developed algorithm to simulate and

visualize floods based on the diffusion model. The conclusion of the dissertation is

in Chapter 7.



CHAPTER II

DERIVATION OF THE MODEL BASED ON

SHALLOW WATER EQUATIONS

In this research, the algorithm for simulation and visualization of floods are de-

veloped for rain-water overland flows. A process of the rain-water overland flow

in general is very complex. The process occurs when the rainfall intensity exceeds

soil infiltration, and water begins to accumulate on the surface, and then flows

down slopes under gravity as overland flow. In order to reduce the complexity

process of simulation, we consider only a model that consists of rainfall intensity,

where the infiltration is very little compared to the volume of the flow and can be

ignored in addition to other processes such as saturation excess, erosion, evapora-

tion, subsurface flow. The model is developed based on shallow water equations

for determining the behavior of rain-water flow above bottom elevation without

infiltration.

The derivation of equations governed the flow is considered as shallow water

problem. The usual approach that simplifies the mathematical description of the

problem is to use a depth averaging procedure of the Navier-Stokes equations.

This leads to the Shallow Water Equations (SWE) model. Alternatively, the SWE

can be derived from the basic principles of conservations of mass and momentum

together with a set of constitutive laws related to the driving and resisting forces

of fluid properties and motion (De Sain-Venant [13]). The derivation of the model

system is presented as follow.

2.1 Conservation of Mass

Consider a small rectangular element (∆x × ∆y × h) of water when h(x, y, t) is

water depth as shown in Figure 2.1. Conservation of mass for this control volume
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∆x ∆y

h

y

y +∆y

x x+∆x

u

v

q

Figure 2.1: The control volume (left); the directions of all fluxes and the added

rain-water (right).

or box states that:

The rate of volume increase in the control volume is equal to the net volume

flux into the control volume from all 4 sides plus a net rain-water volume that is

vertically added to the control volume per unit time.

To formulate the equations for the model, let u and v be velocity in the x and

y directions, and q = q(x, y, t) be the rainfall rate added to control volume at time

t.

Since ∆x and ∆y are fixed, the volume of water in the box can change only if

the depth changes. The corresponding rate of change of volume in the box is

∆x∆y
∂h

∂t
. (2.1)

Along the boundary, the net volume flux along x-direction is

(hu|x − hu|x+∆x)∆y. (2.2)

Using Taylor’s series expansion and omitting terms of higher orders in ∆x,

equation (2.2) becomes

−∆x∆y
∂uh

∂x
. (2.3)

Similarly, the net volume flux long y-direction is

−∆x∆y
∂vh

∂y
. (2.4)

The net rain-water volume is

∆x∆y q. (2.5)
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y

y +∆y

x x+∆x

Pb

Fb

Px Px+∆x

Figure 2.2: The directions of all forces in x-direction.

Equating these terms, the conservation of mass can then be expressed quanti-

tatively as

∆x∆y
∂h

∂t
= −∆x∆y

∂uh

∂x
−∆x∆y

∂vh

∂y
+ ∆x∆y q. (2.6)

Dividing Equation (2.6) with ∆x∆y, the conservation of mass can be described as

∂h

∂t
+
∂uh

∂x
+
∂vh

∂y
= q. (2.7)

2.2 Conservation of Momentum

Conservation of momentum in the x-direction is stated as follow:

The rate of change of momentum in the x-direction in the control volume is

equal to the net influx of momentum through vertical wall plus net forces acting

on the control volume in the x-direction.

The rate of change of momentum is

ρ∆x∆y
∂uh

∂t
. (2.8)

The net influx of momentum through four vertical sides is

− ρ∆x∆y
∂u2h

∂x
− ρ∆x∆y

∂vuh

∂y
. (2.9)

Figure 2.2 depicts the directions of all forces, which are:

1. Px and Px+∆x are pressure fores on the sides of the box;

2. Pb is the pressure force due to a sloping bed;

3. Fb is the friction force at the channel bottom.
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The net of pressure force on two vertical sides normal to x-direction is∫
P∆A|x −

∫
P∆A|x+∆x. (2.10)

From the pressure P = ρgh, the net hydrostatic pressure force becomes

− ρg∆x∆y

2

∂h2

∂x
. (2.11)

The pressure force due to the sloping bed (or the gravity force) is

Pb = −ρg∆x∆yhS0x, (2.12)

where S0x is the bed slope in the x-direction.

The resisting force on the bottom can be expressed as shear stresses multiplied

by surface area as

Fb = τbx∆x∆y. (2.13)

Equating these terms, the conservation of momentum in the x-direction be-

comes

ρ∆x∆y
∂uh

∂t
= −ρ∆x∆y

∂u2h

∂x
− ρ∆x∆y

∂vuh

∂y

−ρg∆x∆y

2

∂h2

∂x
− ρg∆x∆yhS0x − τbx∆x∆y. (2.14)

Dividing equation (2.14) by ρ∆x∆y, we obtain

∂uh

∂t
= −∂u

2h

∂x
− ∂vuh

∂y
− g

2

∂h2

∂x
− ghS0x −

τbx
ρ
, (2.15)

which can be written as

∂uh

∂t
+
∂u2h

∂x
+
g

2

∂h2

∂x
+
∂uvh

∂y
= −ghS0x − ghSfx, (2.16)

where Sfx = τbx
ρgh

is the friction slope in the x-direction.

Similarly, the conservation of momentum in the y-direction gives

∂vh

∂t
+
∂uvh

∂x
+
∂v2h

∂y
+
g

2

∂h2

∂y
= −ghS0y − ghSfy, (2.17)

where Sfy =
τby
ρgh

is the friction slope in the y-direction and S0y is the bed slope in

the y-direction.
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Equations (2.7), (2.16) and (2.17) are called the two-dimensional shallow water

equations. For future references, the SWE are

∂h

∂t
+
∂uh

∂x
+
∂vh

∂y
= q,

∂uh

∂t
+
∂u2h

∂x
+
g

2

∂h2

∂x
+
∂uvh

∂y
= −ghS0x − ghSfx,

∂vh

∂t
+
∂uvh

∂x
+
∂v2h

∂y
+
g

2

∂h2

∂y
= −ghS0y − ghSfy. (2.18)

Here g is the accelerration due to gravity, h is the water depth, u and v are the

flow velocities in the x- and y- directions, respectively, S0x and S0y are the bed

slopes in x- and y-directions, respectively. The bed frictions Sfx and Sfy can be

estimated by the Manning resistance law

Sfx =
n2
√
u2 + v2u

h4/3
, Sfy =

n2
√
u2 + v2v

h4/3
, (2.19)

where n is the Manning’s roughness coefficient.

The equation (2.18) can be written in the vector form as

∂ ~w

∂t
+
∂ ~f(~w)

∂x
+
∂~g(~w)

∂y
= ~z(~w) + ~s(~w), (2.20)

where

~w =


h

uh

vh

 (2.21)

is the vector of dependent variables consisting of the water depth h, the discharges

per unit width uh and vh along the velocity components u and v in the x and y

directions. The flux vectors in the x and y directions are

~f(~w) =


uh

u2h+ g h
2

2

uvh

 , ~g(~w) =


vh

uvh

v2h+ g h
2

2

 , (2.22)

respectively. The right hand side of (2.20) represents the gravity force vector

~z(~w) =


0

−ghS0x

−ghS0y

 , (2.23)
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comprised of the bottom slopes S0x = ∂z
∂x

and S0y = ∂z
∂y

of the height of topography,

z, and the vector of source terms

~s(~w) =


q

−ghSfx
−ghSfy

 , (2.24)

where q is the rainfall rate that is vertically added to control volume and Sfx and

Sfy are the friction slopes representing the effect of bed roughness. In these equa-

tions, g is the gravity constant and t denotes the time.

Equation (2.20) can be written in quasilinear form as

∂ ~w

∂t
+
∂ ~f(~w)

∂ ~w

∂ ~w

∂x
+
∂~g(~w)

∂ ~w

∂ ~w

∂y
= ~z(~w) + ~s(~w) (2.25)

with the Jacobian matrices

∂ ~f(~w)

∂ ~w
= −


0 1 0

−u2 + gh 2u 0

−uv v u

 , (2.26)

∂~g(~w)

∂ ~w
= −


0 0 1

−uv v u

−v2 + gh 0 2v

 . (2.27)

The Jacobian matrix ∂ ~f(~w)
∂ ~w

has eigenvalues,

λx1 = u−
√
gh, λx2 = u, λx3 = u+

√
gh (2.28)

and eigenvectors,

~rx1 =


1

u−√gh
v

 , ~rx2 =


0

0

1

 , ~rx3 =


1

u+
√
gh

v

 . (2.29)

Similarly, the Jacobian matrix ∂~g(~w)
∂ ~w

has eigenvalues,

λy1 = v −
√
gh, λy2 = v, λy3 = v +

√
gh (2.30)
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and eigenvectors,

~ry1 =


1

u

v −√gh

 , ~ry2 =


0

−1

0

 , ~ry3 =


1

u

v +
√
gh

 . (2.31)



CHAPTER III

DYNAMICALLY ADAPTIVE GRID ALGORITHM

FOR FLOOD SIMULATION

In this chapter we present numerical scheme and algorithm to simulate and vi-

sualize floods models on natural topography based on finite volume methods for

shallow water equations by modifying the adaptive grid technique, developed in

[30, 34, 2] for rectangular quad tree grids, and combining with the dynamic DDM.

Here, the idea of quad tree grids is extended for general tree grids to handle natural

topography data in general.

The rest of the chapter is organized as follows. Section 3.1 describes the de-

signing of the data structure for general rectangular tree grids. The numerical

algorithm of FVM based on the adaptive grids and dynamic DDM are explained

in Section 3.2, and the numerical simulations and experimental results, to check

the accuracy of the algorithm, are shown in Section 3.3.

3.1 Tree Grids

The data structure for tree grids is designed for adaptivity based on rectangular

quad tree grids, appeared in [30, 34, 2], where each parent cell has four children and

Figure 3.1: Regularized tree grids.

Level 4

Level 3

Level 2

Level 1

Figure 3.2: Hierarchical data structure.
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the levels of adjacent cells cannot differ more than one. In order to handle general

natural topography data, we design in the algorithm that parent cells can have any

number of children cells with square dimension and the levels of adjacent cells can

differ more than one. In addition, all parent cells in the same tree level must have

the same number of children. For example, Figure 3.1 shows a regularized grid

with 4 subdivision levels having 1 big cell in level 1, and number of children for

parent cells in levels 1, 2 and 3 are 3× 3, 2× 2 and 3× 3, respectively, while level

4 cells have no child. The corresponding hierarchical tree structure is illustrated

in Figure 3.2.

3.2 Numerical Algorithm

We present in this section the developed numerical algorithm for the system (2.20)

using conservative finite volume methods based on well-balanced schemes with hy-

drostatic reconstruction, proposed by Audusse [3] and Delestre [9], to simulate and

visualize the floods models over non flat bottom on adaptive grids. We utilize the

scheme so that the system preserves the non-negative of the water depth (negative

water depths are physically incorrect and undesirable in numeric) and conserves

the total water depth, including the ability to compute dry states. Furthermore,

the scheme also satisfies the natural properties for still water, where (u, v) = 0 and

h + z = constant is the solution of the system, reflecting the fact that a lake at

rest remains so, and satisfies the discrete entropy inequality to guarantee that the

total energy behaves physically correct (see [3]).

However, the hydrostatic reconstruction can fail when the topography slope

becomes too big compared to the water height as demonstrated in [11], but most

of the time in those cases, the shallow water equations are no longer valid. Some

improvements have been performed in order to overcome those limits in [24, 32].

Incorporation of these improvements are beyond the adopted scheme of this re-

search. The details of the numerical scheme and algorithm of this research are

described as follows.
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3.2.1 Finite volume formulation

The finite volume formulation was performed on physical domain that is made of

regularized cells. Each cell is considered as a main control volume whose boundary

is formed by the four direct walls surrounding it. An example of a single main

control volume is shown in Figure 3.3.

i•

+ - ~n6

+ - ~n9

+ - ~n8

+ - ~n7

- +
~n4

- +~n1

- +~n2

- +~n3

+
-

~n10

-
+

~n5

Figure 3.3: The main control volume and descriptions of numerical fluxes.

By integrating equation (2.20) over an arbitrary cell domain Ωi and using the

Green’s theorem, we have∫
Ωi

∂ ~w

∂t
dΩ +

∮
τ

~F · ~n dτ =

∫
Ωi

~z(~w) dΩ +

∫
Ωi

~s(~w) dΩ, (3.1)

where τ is the boundary of Ωi, ~n = [cos θ sin θ]T is the unit outward normal

vector to the boundary, and θ is the angle between n and the positive x-axis.

~F =
[
~f(~w), ~g(~w)

]T
is the vector that consists of flux vectors in equations (2.20) at

each interface of the cell boundary.

Dividing equation (3.1) with the cell area ∆i = ∆xi×∆yi, and denoting ~Wi, ~Zi

and ~Si as the averages of ~wi, ~z(~wi) and ~s(~wi) over the cell, respectively, the finite

volume formulation becomes

∂ ~Wi

∂t
= − 1

∆i

∮
τ

~F · ~n dτ + ~Zi + ~Si, (3.2)

where subscripts i denote spatial index of the cell.

Since our computing model is performed on dynamically adaptive grids consid-

ered as non-uniform grids (by the non-uniform grids, each cell can possibly have
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many adjacent cells and with different size for each wall), the discretization of

the line integral in equation (3.2) is computed as the sum of numerical fluxes of

sub-interfaces generated by a reconstruction of the cell boundary, as illustrated in

Figure 3.3. The reconstruction detail is described in §3.2.3. Equation (3.2) can be

written as

∂ ~Wi

∂t
= − 1

∆i

∑
k

~Fk · ~nk ∆τk + ~Zi + ~Si, (3.3)

where k is index of sub-interface k, and ∆τk is size of the sub-interface k.

However, by using the Audusse’s scheme [3], the gravity force ~Zi can be dis-

tributed to the numerical fluxes for each sub-interfaces, i.e.

− 1

∆i

∮
τ

~F · ~n dτ + ~Zi ≈ −
1

∆i

∑
k

~̂Fk · ~nk ∆τk. (3.4)

Equation (3.3) can now be written as

∂ ~Wi

∂t
= − 1

∆i

∑
k

~̂Fk · ~nk ∆τk + ~Si, (3.5)

where ~̂F is the numerical flux, depending upon the developed scheme.

3.2.2 Numerical flux

In the developed algorithm, a computational scheme based on the work of Audusse

et al [3] has been employed for numerical fluxes calculation for each sub-interface.

The numerical fluxes with the gravity force are computed by the HLL Riemann

solver, which was developed by Harten, Lax and Van Leer [20], as

~̂Fk · ~nk =
α+

~̂F (~U−k ) · ~nk − α− ~̂F (~U+
k ) · ~nk + α+α−(~U+

k − ~U−k )

α+ − α−
+ ~̂Z(~U−k ) · ~nk, (3.6)

where

α± = ±max
{
± ~v−k · ~n+

√
gĥ−k ,±~v+

k · ~n+

√
gĥ+

k , 0
}

(3.7)

are the wave speeds, based on the work of Kurganov [27], which are the smallest

and the largest eigenvalues of the system (2.25). ~v = [u v]T is velocity vector.
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~̂F (U) = [~f(~U) ~g(~U)]T is the flux function defined in (2.22). ~̂Z(~U) = [~zx ~zy]
T is the

term to satisfy the balance of momentum flux and momentum gravity forces, as

introduced in the second order Audusse’s scheme [3] where

~zx =
[
0,

g

2
(h−k )2 − g

2
(ĥ−k )2 + ghiz

−
k , 0

]T
, (3.8)

~zy =
[
0, 0,

g

2
(h−k )2 − g

2
(ĥ−k )2 + ghiz

−
k

]T
. (3.9)

In these equations, ~U±k = [ĥ±k (uĥ)±k (vĥ)±k ]T , where u and v are the reconstructed

values of the velocities in x and y directions, ĥ±k are the hydrostatic reconstruction

of water depths for preserving the lake-at-rest condition to guarantee that the

water depth is nonnegative. The evaluations of ĥ±k are given by

ĥ±k = max{0, h±k + z±k −max{z−k , z+
k }}, (3.10)

where the superscripts - and + are indices for the reconstructed values within the

cell and the adjacent cell at the sub interface k, respectively, see Figure 3.3.

3.2.3 Reconstruction procedure

In this section, the reconstruction procedure is presented. The common goals are

to interpolate the profiles of the various quantities within each cell; to recover the

information about the behavior of the quantities inside cell that is lost; and to

improve the accuracy of numerical result to have a better estimation for solving

the Riemann problem at the interface between two adjacent cells. To ensure stable

solutions, the reconstruction is performed using a slope limited extrapolation, pre-

sented for 2D non-uniform grid, see [16] and [34]. In this research, the formulation

can be written as

~Q−k = ~Qi + σk(xk − xi) + δk(yk − yi), (3.11)

where ~Q = [h, u, v, h+z]T is the interpolated variable at each interface k, (xi, yi)

is position of the cell, while (xk, yk) is position of each interface k, and σk and δk

are the slopes at the position (xk, yk) in x and y directions, respectively.
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Since the interpolation might generate oscillation near steep gradients in the

solution, the minmod slopes limiter are used for σk and δk as

σk = MM(
~QE
k − ~Qi

∆xi
,
~Qi − ~QW

k

∆xi
), (3.12)

δk = MM(
~QN
k − ~Qi

∆yi
,
~Qi − ~QS

k

∆yi
), (3.13)

where the superscripts E, W, N and S refer to the four neighbor cells (at east,

west, north and south positions of the center cell i) that correspond to the position

of the sub-interface k. MM is minmod function which given by

MM(a, b) =
sign(a) + sign(b)

2
min(|a| , |b|) (3.14)

with the function sign returns the value 1 or −1 follow the sign of parameter.

Notice that the variable z is instead performed via the quantity h + z, so the

reconstruction of z is obtained by doing the difference between reconstructions of

h+ z and h. This choice of reconstruction of z is done following Audusse et al [3]

to preserve the steady state and non-negativity of water depth.

3.2.4 Total variation diminishing

The concept of total variation diminishing (TVD) technique is to have the solution

that is both second or higher order accuracy in time and does not produce spurious

oscillations. The second order TVD Runge-Kutta method (also called Heun’s

method) is employed to solve the ODE without source term ~Si in the equation

(3.5). The scheme has iteration steps as follows:

~W (1) = ~W t + ∆t1Φ( ~W t ), (3.15)

~W (2) = ~W (1) + ∆t2Φ( ~W (1)), (3.16)

~W t+∆t =
~W t + ~W (2)

2
, (3.17)

where ∆t = ∆t1+∆t2
2

is the time step size, while the superscripts (1) and (2) are

iteration steps. In this scheme, Φ denotes the right hand side function in equation

(3.5) without the source term ~Si.
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3.2.5 Source term computation

The source term vector ~Si in equation (3.5) consists of the rainfall rate and the

friction forces. For the rainfall rate, since this one is the water depth that is

vertically added to control volume per unit time, we update a new value of ht+∆t
i

in equation (3.17) by adding qti∆t, namely,

ht+∆t
i ← ht+∆t

i + qti∆t, (3.18)

where qti is rainfall rate average in each cell i in the range of time step from t to

t+ ∆t.

For the friction force, we used the semi-implicit method (proposed in [9]) to

ensure a stability criteria, and in order to preserve steady states at rest. It updates

a new value of uht+∆t
i in equation (3.17) as

uht+∆t
i ← uht+∆t

i

1 + ∆t
gn2
√

(uti)
2+(vti)

2

(ht+∆t
i )4/3

. (3.19)

Similarly, vht+∆t
i can be computed by a formula in the form of the equation (3.19)

using vht+∆t
i instead of uht+∆t

i .

3.2.6 Stability condition

In order to have stable scheme, the maximum of time step size was limited by the

Courant Friedrich Lewy (CFL) condition ( presented by Hargen [21]) as

∆tm ≤ 0.5
∆Amin

λmax

, m = 1, 2, (3.20)

where ∆tm are the time step sizes at iteration step m = 1, 2 for equation (3.15)

and (3.16) of the second order TVD Runge-Kutta process, and ∆t in the equation

(3.18) and (3.19) is computed from average value of ∆t1 and ∆t2. In the above

equation, ∆Amin = min∀i{∆xi,∆yi} is the minimum dimension for all cells, while

λmax is the maximum absolute value of all the wave speeds in the computational

domain, which is the maximum of maxk,i{α+,−α−} for all the sub interfaces and

for all cells.
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3.2.7 Boundary condition

In this research, we proposed two types of boundary conditions, the open (trans-

missive) and the closed (solid wall). The open boundary conditions can be defined

as
hm = hn, um = un, vm = vn, zm = zn. (3.21)

The closed boundary conditions are imposed as

hm = 0, um = 0, vm = 0, zm = zlarge. (3.22)

In these equations, the subscript m refers to the spatial index of the boundary cells,

and the subscript n refers to the spatial index of the neighbors of the boundary

cells, while zlarge is some big constant value for the topography height, for example,

we assign zlarge = 9999.

3.2.8 Grid adaptivity method

The accuracy of the numerical simulation of water overland flow can be increased

by grid refinement to have smaller cell size on high resolution of the digital terrain

data grids. However, computation is very expensive for very fine grids, in terms

of time and resources, if it is performed for all cells in the computational domain.

To overcome this, a grid adaptivity technique is applied so that cells are adjusted

according to some conditions.

The refinement criterion is based on two conditions, the gradient of the free

surface, H = h + z, and the water depth, h. A grid cell is marked for refinement

if the following two conditions hold:

Condition 1: The cell has at least one neighbor cell that

|∇H|∆l > ε1, (3.23)

where ∇H is the free surface gradient, ∆l is the distance between the checked cell

and the neighbor cell, and ε1 is an adjustable parameter. This condition was first

proposed by Popinet[34] for tsunami simulation which expected that the error was

covered by the discretization of sharp fronts.
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Condition 2: The cell itself or at least one of neighbor cells has water depth

h > ξ, (3.24)

where ξ is an adjustable parameter. The condition 2 is important for simulation

of water flow over natural topography, because it is possible that the cell and

its neighbors are dry or have very small depths that satisfies the condition 1. In

this case, the cell should not be marked for refinement because it has no water flow.

Refinement Procedure

A marked cell is refined by creating children cells in the next level. The newly

assigned dependent value for each children cells is computed based on the slope

limited extrapolation. For non-uniform grids, each children dependent value is

computed using the average of the minmod slopes of the values of its neighbors,

namely,

Dl+1
j = Dl

i + σ̄j(xj − xi) + δ̄j(yj − yi), (3.25)

where i and j refer to the spatial indices of the parent cell and the children cells,

respectively. Dl+1
j is the dependent values (which are h, uh and vh) of the child

cell at level l+ 1, while Dl
i is the values of its parent cell. The position of the child

cell is (xj, yj), while the position of its parent cell is (xi, yi). Here

σ̄j =
1

Nj

∑
n∈Ωj

σn, δ̄j =
1

Mj

∑
m∈Ωj

δm (3.26)

are the averages minmod slope limiters from its neighbor cells in x and y direc-

tions, respectively, where Ωj is the domain of the children cells, Mj and Nj are the

number of columns and rows formed by its neighbor cells, respectively, and σn and

δm are the minmod slope limiters defined in §3.2.3.

Coarsening procedure

The coarsening conditions are the same as the refining conditions where the

parameter ε1 in the first condition (3.23) is replaced by another parameter ε2. All
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children cells with the same parent cell are combined or merged into their parent

cell, if the computed value for the parent

Dl
i =

1

nli × nli
∑
j∈Ωi

Dl+1
j (3.27)

does not satisfy one of the coarsening conditions. In this case, the newly merged

cell will have the dependent values defined by (3.27). In this equation (3.27), nli×nli
is the number of children.

In the computation, the heights of topography on computational grid cells, z,

is obtained via provided digital terrain data on each level, otherwise, in the case

that the digital terrain data is not given, the values are obtained similar to the

other dependent values as defined in (3.25) or (3.27).

3.2.9 Topography interpolation

In general modeling and simulation based on natural topography, the heights of

topography on computational grid cells, z, is usually obtained using the digital

terrain data grids. Since in computation using adaptive grids, it is possible that

the grid cell resolution is higher than that of the data; therefore, the topography

interpolation is required. In this work, we used the bilinear interpolation technique

to obtain the heights of topography. The approximated value of the cell at i is

obtained by

zi = zx′ ,y′ (x
′
+ 1−m)(y

′
+ 1− n) + zx′+1,y′ (m− x

′
)(y

′
+ 1− n)

+zx′ ,y′+1(x
′
+ 1−m)(n− y′) + zx′+1,y′+1(m− x′)(n− y′), (3.28)

where (x
′
, y
′
) is the position of the topographic data grid cell used for approxima-

tion with x
′
= bmc and y

′
= bnc,

m = xi × nx
′

/nx, n = yi × ny
′

/ny, (3.29)

are the mapped indices of the computational grid cell position (xi, yi) to the topo-

graphic data grid , nx
′

and ny
′

are numbers of columns and rows of the topographic

data grid, and nx and ny are numbers of columns and rows of the finest computa-

tional grids.
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3.2.10 Dynamic domain defining method

In order to improve the computational efficiency, the dynamic DDM is applied

in this modeling and simulation. The method automatically expands or shrinks

the calculation area during the simulation to exclude unnecessary cells for the

computation. To apply this method to the water overland flow simulation, the

cells are checked to identify whether the cell is inside the computational domain

or not. The checking is based on three conditions of indicators:

1. the cell is wet, i.e. hti > 0;

2. the cell has one or more of neighbor cells that are wet, i.e. htk > 0 for some

neighbor cell, htk;

3. the cell has rainfall, i.e. qti > 0.

If one of these conditions is satisfied, the calculation area is expanded where the

cell and its neighbor cells are included to the domain whenever these cells are not

in the domain. The cell is checked (that is in the domain), before including the cell

to the domain to protect against errors, and to avoid computation from repeated

work. On the other hand, the calculation area is shrunk, where the cell is excluded

from the domain. Only grid cells within the computational domain are adapted

and computed in order to minimize the total number of the computational cells.

We used this checking because when the cell and its neighbor cells are all dry

with no rainfall, the fluxes of flowing is zero, therefore the cell dependent value is

zero, so the numerical computation is unnecessary for the cell.

In the algorithm, the dynamic DDM is employed to obtain a new computational

domain for each iteration after the solution of the (3.15) and (3.16) is obtained via

TVD Runge-Kutta method.

3.2.11 Algorithm overview

We present here an overview of the algorithm for the computational scheme pre-

sented above. The developed algorithm consists of several steps describing the
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Figure 3.4: The algorithm overview.

calculation procedures, as illustrated in Figure 3.4. The detail for each step is

described as follows.

• Step 1 : Set the initial values, the cell sizes, the number of children in each

level, and the maximum of tree grid levels.

• Step 2 : Set the computational grid boundaries, see §3.2.7.

• Step 3 : Conduct the reconstruction procedure, see §3.2.3.

• Step 4 : Calculate the numerical fluxes and the maximum wave speed.

• Step 5 : Calculate the solutions of ~W (1), see (3.15).

• Step 6 : Define a new domain based on the dynamic DDM, see §3.2.11.

• Repeat Step 2 to 6 , for the solutions of ~W (2), see (3.16), and go to Step

7 .

• Step 7 : Calculate the solutions of ~W t+∆t, see (3.17), and compute the

source terms, see §3.2.5.



25

• Step 8 : Conduct the grid adaptivity technique, see §3.2.8.

I Refinement procedure

i For each cells whose level is not maximum level

– Mark cells that satisfy the refinement conditions.

ii For each marked cells

– Create new children cells, and assign the dependent values as

equation (3.25).

II Coarsening procedure

i For each parent cells whose children have no child

– Compute the dependent values defined in (3.26);

– Check the coarsening conditions;

– If one of the conditions is false, then merge all children cells

into a parent cell, and assign the dependent values.

• Step 9 : Visualize the solutions in 2D and 3D by OpenGL.

• Repeat Step 2 to Step 9 until the simulation is finished.

Note that, in Step 3 , cells average values u and v are used for the reconstruc-

tion procedure, which are calculated by dividing uh and vh with h. However, since

the values of u and v are not defined in case that h = 0, the function presented by

Kurganov [29] is used for finding the cells average values of u and v as

div(a, h) =

√
2ah√

h4 + max(h4, η)
, (3.30)

where η is a small positive constant value, and a is substituted by uh and vh,

respectively.

3.3 Experimental Results

We illustrate here some numerical simulations based on adaptive grids and dynamic

DDM to illustrate the effectiveness of the developed model. The experiments
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consist of three tests as follows: the dam break simulation to show the adapted

grid and water profile of the model; the simulation of a 2D parabolic bowl to

compare with the analytical solution; and the rainfall run-off simulation on sloped

plane compared with real experimental data. The numerical simulations are for

accuracy tests of the adaptive tree grid technique and the numerical algorithm.

The developed algorithm is programmed using Delphi Version 7 on 2 GHz Intel

Core i7 machine with RAM 6 GB. The details of the numerical simulations and

experimental results are shown in the following subsections.

3.3.1 2D Dam break simulation

This experiment simulates the aspect of the water flow for a dam break behavior

on 200 m × 200 m rectangular area with a flat horizontal frictionless bottom. The

square domain is divided into two halves by infinitesimally thin dam. The breaking

part of the dam is 75 m long from 100 m to 175 m in the y-direction, see Figure

3.5. The experiment is performed with the initial water depths at 10 m upstream,

while the downstream is at 5 m, and with frictionless solid walls. The adaptivity of

rectangular tree grid is employed with 3 levels: the initial level 1 has 50× 50 grid

cells; the dimensions of children for levels 1 and 2 are 2×2 and 3×3, respectively;

the level 3 cells have no children. In addition, the parameters used in the grid

adaptivity, in (3.23)-(3.24), are ε1 = ε2 = 0.05, ξ = 0.

The initial tree grid is shown in Figure 3.5 and the simulation of the behavior

of water flow together with the grid cells at time t = 5 s, based on the dynamically

DDM with adaptive tree grids, are shown in Figure 3.6. This experiment showed

that the high-resolution regions, where the gradients of the free surface are steep,

are obtained automatically via the adaptive technique. The results agree closely

with other numerical simulation results in literature, see [30, 35, 36, 41, 43].
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Figure 3.5: The initial grid cells of the rectangular dam break.

Figure 3.6: The 3D representation (left) and the adaptive grid (right) of the dam

break simulation at t = 5s.

3.3.2 2D Parabolic bowl simulation

To validate our developed algorithm, the numerical experiment of a water flow

on 2D parabolic bed slope is performed and compared with analytic solution,

presented by Wang [44]. Note that the 2D parabolic bowl test cases is a variant of

Thackers solution [42] with Mannings friction term.

For the domain L m × L m, the 2D parabolic bed topography is defined by

z(x, y) = h0

(
(x− L/2)2 + (y − L/2)2

)
/a2, (3.31)

where h0 and a are positive constants. It is known that the analytic solution

depends on the relationship between the bed friction parameter τ and a peak
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amplitude parameter p =
√

8gh0/a. For τ < p, the analytic solution for the water

depth is

h(x, y, t) = h0 −
1

2g
B2e−τt − 1

g
Be−τt/2(

τ

2
sin st+ s cos st)(x− L

2
),

−1

g
Be−τt/2(

τ

2
cos st− s sin st)(y − L

2
), (3.32)

and the velocities are

u(t) = Be−τt/2 sin st, (3.33)

v(t) = −Be−τt/2 cos st, (3.34)

where s =
√
p2 − τ 2/2 and B is a constant.

In this experiment, we assume that L = 10000 m, h0 = 10 m, a = 3000 m,

and B = 5 m/s. The bed friction parameter, τ = 0.002 s−1, is related to the

Manning’s coefficient n2 = τh4/3

g
√
u2+v2 . The initial grid level 1 has 50 x 50 cells, and

the maximum tree grid level is 3 with 2× 2 and 3× 3 children for levels 1 and 2,

respectively, while level 3 cells have no children. The initial water depth, velocities

and bed topography are defined using the analytic solution at t = 0. The duration

of the simulation is 6000 s and performed with parameters of the grid adaptivity

ε1 = ε2 = 0.3 and ξ = 0.3, and with opened boundaries.

The water surface profiles along the center-line in the x-direction obtained by

the simulations are compared with the analytic solutions at different time steps.

As shown in Figure 3.7, the profile of the water surfaces and the wet-dry fronts

agree closely with the analytical solution. The evolutions of the velocities u and

v compared with analytic results are shown in Figure 3.8. The effect of friction

on the flow is clear, because the amplitudes of the velocities oscillate and decrease

throughout the simulation. This experiment showed that the developed numerical

scheme is capable of simulating a water flow on non-uniform topography with

moving wet-dry fronts and bed roughness.
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Figure 3.7: Water surface profiles along the center-line in the x-direction of the

simulations (solid blue line) compared with the analytic solution (dotted red line)

for the 2D parabolic bed topography (solid green line) at t =30.3532 s, 671.7932

s, 1358.1300 s, and 2503.5160 s (from left to right and top to bottom).The small

pictures show some zooms at the wet/dry transition for the simulations.
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Figure 3.9: The water profiles along the center-line in the x-direction of the simu-

lations at 10 s (red), 20 s (green) and 30 s (blue) compared with Iwagaki’s experi-

mental and calculated (theoretical) data.

3.3.3 Rainfall simulation on sloped plane

In this test, the simulation of rainfall run-off on sloped plane was performed and

compared with experimental data of Iwagaki [25]. In the physical experiment by

Iwagaki, the flow was performed on 24 m long and 0.196 m wide, cascaded by three

(8-m long) aluminium planes with slopes of 0.02, 0.015, and 0.01 in the downstream

direction, which received constants rainfall intensities of 389, 230 and 288 cm·h−1,

respectively. The experiment was performed in three cases of different durations

of rainfall: 10 s (case 1), 20 s (case 2), and 30 s (case 3).

In this numerical simulation, the initial grid level 1 has 24 × 7 cells, and the

maximum tree grid level is 3 with 3 × 3 and 2 × 2 children for levels 1 and 2,

respectively, while level 3 cells have no children. The initial water depth and

velocities are defined as zero. The boundary conditions are defined as closed for

both lateral walls and opened at the upstream and downstream. The simulation is

performed with the Manning’s coefficient 0.009 for the duration of 80 s, and with

parameters of the grid adaptivity ε1 = ε2 = 0.002 and ξ = 0.003.

The numerical simulations of water profiles compared with Iwagaki’s exper-

imental and calculated data are shown in Figure 3.9. The comparisons of the
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Figure 3.10: The evolutions of the discharges at the downstream with rainfall

durations: 10 s (red), 20 s (green) and 30 s (blue), compared with Iwagaki’s

experimental and calculated (theoretical) data.
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Figure 3.11: The evolutions of the water depth at the downstream with rainfall

durations: 10 s (red), 20 s (green) and 30 s (blue), compared with Iwagaki’s

experimental and calculated (theoretical) data.
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evolutions of the discharge and water depth downstream are shown in Figures 3.10

and 3.11. The results agree closely with the rainfall run-off experiment data.

3.4 Conclusion

In this chapter, we describe the dynamically adaptive tree grid algorithm for sim-

ulation and visualization of water overland flow based on adaptive finite volume

methods for shallow water equations, and in combination with the dynamic DDM.

The numerical simulations show that the developed algorithm is suitable for simu-

lating and visualizing the flow of water on natural topography, which agree closely

with other results obtained in literature, and for both experimental and theoretical

results. In the next chapter, we will present the numerical simulations and results

of the algorithm to check the efficiency of the developed algorithm.



CHAPTER IV

FLOOD SIMULATIONS USING THE DYNAMICALLY

ADAPTIVE TREE GRID TECHNIQUE

We illustrate here the numerical simulations based on adaptive grids and dynamic

DDM to show the effectiveness of the developed model for the simulation of floods

on natural topography. The experiments consist of three tests, which are the rain-

water overland flow simulation, the simulation of a dam-break on natural topogra-

phy, and the breaching flood simulation. The developed algorithm is programmed

using Delphi Version 7 on 2 GHz Intel Core i7 machine with RAM 6 GB.

4.1 Rain Water Overland Flow

In this experiment, the developed dynamic DDM with adaptive tree grid numer-

ical algorithm is employed to simulate the rain-water flow on natural topography

at Krungching, Nakornsritamarat, Thailand. The accuracy and efficiency of the

dynamically adaptive technique are tested and compared with simulations on the

uniform grids. The simulations are performed on the domain of digital terrain data

36000 m × 36000 m, generated from Shuttle Radar Topography Mission (SRTM)

data source. The maximum tree grid level is 4 with resolutions 900 m × 900 m, 180

m × 180 m, 90 m × 90 m, and 30 m × 30 m, for levels 1, 2, 3, and 4, respectively

with the initial grid level 1 has 40 × 40 cells. The topography data is provided for

levels 1, 2 and 3, except the level 4 obtained automatically via the bilinear inter-

polation. The number of grid cells for children are designed as 5 × 5, 2 × 2, and

3 × 3 for levels 1, 2, and 3, respectively, while level 4 cells have no children. The

numerical experiment is simulated for 3600 s with the Manning’s coefficient 0.001

and parameters of the grid adaptivity ε1 = ε2 = 1.5 and ξ = 0.1. The rainfall rate

is set at 0.001 m/s within the rectangular region, where 15750 ≤ x ≤ 20250 and
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13500 ≤ y ≤ 18000, for the duration of 1800 s. Moreover, the boundary conditions

are defined as opened boundaries.

The 3D simulations of rain-water overland flow are presented at different times

in Figure 4.1, and the corresponding automatically adapted grids are shown in

Figure 4.2. The results show that the high-resolution areas are automatically

obtained by the adaptivity technique in corresponding to the regions where the

free surface gradients are steep and the water depths are larger than 0.1 m, based

on adaptivity parameters.

To check the accuracy and efficiency of the dynamically adaptive algorithm, we

performed the following test. We compared the dynamically adaptive simulation

with non-adaptive simulations computed using only the dynamic DDM on two

uniform grids, level 1 grid (largest cells with 40 × 40 cells) and level 4 grid (smallest

cells with 1200 × 1200 cells). The 3D representations of the rain-water overland

flow simulations at 1800 s for this test are shown in Figure 4.3, and the profiles

of water depths and discharges at the location (16710 m, 21060 m) are shown in

Figure 4.4. The results show that the simulation and the flow profiles obtained

by the dynamically adaptive scheme are nearly the same as that obtained from

the finest grid (level 4 grid), while the result from the largest cells (level 1 gird)

is not acceptable. This shows the accuracy of the adaptive scheme. The efficiency

of the adaptive scheme is presented by comparing the number of computational

cells and the computational times for the simulations as shown in Figure 4.5. The

results show that the adaptive scheme is more efficient because it helps reducing the

computational cells, and therefore, reduces the computational time, while keeping

the same accuracy as that of the finest grid.

Moreover, to compare the effect of the dynamic DDM, the computational times

and number of computational cells are compared for the adaptive schemes with

or without the dynamic DDM, as shown in Figure 4.6. The results show that the

dynamic DDM can help improving the simulation, but not as much as that by

adaptivity.
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t = 0 s. t = 300 s.

t = 600 s. t = 1800 s.

t = 2100 s. t = 3600 s.

Figure 4.1: The 3D simulations of the behavior of the rain-water overland flow at

different times t.



36

t = 0 s. t = 300 s.

t = 600 s. t = 1800 s.

t = 2100 s. t = 3600 s.

Figure 4.2: The 3D representations of the adapted grids of the rain-water overland

flow simulations at different times t.
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(a) (b) (c)

Figure 4.3: The 3D simulations of the rain-water overland flow based on the adap-

tive grid (a), uniform level 4 grid (small cells) (b), and uniform level 1 grid (large

cells) (c) at t = 1800 s.
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Figure 4.4: The comparisons of water depths (left) and discharges (right) at (16710

m, 21060 m) for the adaptive grid (solid), uniform level 4 grid, small cells (dashed),

and uniform level 1 grid, large cells (dotted).
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Figure 4.5: The comparisons of number of computational cells (left) and times

(right) for adaptive grid (solid), uniform level 4 grid, small cells (dashed).
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Figure 4.6: The comparisons of number of computational cells (left) and times

(right) using adaptivity with dynamic DDM (solid) and without dynamic DDM

(dashed).
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4.2 Dam-Break Flood

In this experiment, the adaptive tree grid algorithm is employed to simulate the

dam break flow on natural topography in case of the Mae-suai dam-break at Mae-

suai, Chiangrai, Thailand. The earthquake, on 5 May 2014 with 6.3 magnitude on

the Payao breakage, requires the simulation of the assumed Mae-suai dam-break

to estimate risky flooding area that may occur by dam-break. We simulate the

assumed event for creation informations on the flood problem, and to check the

accuracy and efficiency of the adaptive tree grid algorithm.

Figure 4.7: The dam location and the measure points of the Mae-suai dam-break

simulation.

Figure 4.8: The initial grid of the Mae-suai dam-break simulation.
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time=250 s. time=750 s.

time=1500 s. time=3600 s.

Figure 4.9: The 3D representation of the adapted grids of the dam-break overland

flow simulation, at different times.
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Figure 4.10: The 3D representation of the comparison for the adaptive grid

(left) and the uniform finest grid (right) of the Mae-suai dam-break simulation

at time=3600 s.

The simulation is performed on the domain of digital terrain data 21,960 m ×
21,960 m, generated from Shuttle Radar Topography Mission (SRTM) data source

shown in Figure 4.7. The approximated free surface elevation of the reservoir

behind the dam is 507 m, follows the normal water level of Mae-suai dam. Also

indicated in Figure 4.7 are six measure points for recording time histories of the

model results during the simulation. The initial grid level 1 has 25 × 25 cells with

the maximum tree grid level is 5. The tree grid cells for children are designed as

5×5 for level 1, and 2×2 for levels 2, 3 and 4, while level 5 cells have no children.

Therefore, the tree grid have resolution 878.4 m × 878.4 m, 175.68 m × 175.68 m,

87.84 m × 87.84 m, 43.92 m × 43.92 m, and 21.96 m × 21.96 m for levels 1, 2,

3, 4 and 5, respectively. In doing this, For each levels, the topography values are

obtained automatically via the bilinear interpolation, interpolate the topography

data resolution 90 m of SRTM. The numerical experiment is simulated for 3600 s

with the Manning’s coefficient 0.033, and with parameters of the grid adaptivity

ε1 = 1.0, ε2 = 1.0 and ξ = 0.01. Moreover, the boundary condition is defined as

opened boundaries. The initial grid of the simulation is shown in Figure 4.8, where

the finest grid cells are generated at the boundary of the reservoir. Moreover, the
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Figure 4.11: The comparison of the evolutions of the water depth at the measure

points P1, P2, P3, P4, P5, P6 (from left to right and top to bottom). The solid,

dotted and dashed lines refer to the simulations of the adaptive grid with ε1 = 1.0

and ε2 = 1.0, the adaptive grid with ε1 = 1.0 and ε2 = 0.5, and with the finest

grid, respectively.



43

P1 P2 P3 P4 P5 P6
0

500

1,000

1,500

2,000

2,500

location

a
rr
iv
a
l
ti
m
e
(s
)

the finest grid
ǫ1 = 1.0; ǫ2 = 0.5
ǫ1 = 1.0; ǫ2 = 1.0

P1 P2 P3 P4 P5 P6

2

4

6

8

10

location

m
a
x
im

u
m

w
a
te
r
d
ep
th

(m
)

the finest grid
ǫ1 = 1.0; ǫ2 = 0.5
ǫ1 = 1.0; ǫ2 = 1.0

Figure 4.12: The comparisons of the arrival times (left) and the maximum water

depth (right) at each locations between the adaptive grid and the uniform finest

grid.
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Figure 4.13: The comparisons of the number of computational cells (left) and

the computational times (right). The solid, dotted and dashed lines refer the

simulations of the adaptive grid with ε1 = 1.0 and ε2 = 1.0, the adaptive grid with

ε1 = 1.0 and ε2 = 0.5, and the finest grid, respectively.
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finest grid cells are also generated at the measured points through the simulation.

The 3D adaptive grid simulations of dam break flow for this experiment are

presented at different times in Figure 4.9. The results illustrate that the high-

resolution areas are automatically obtained by the adaptivity method in the cor-

responding regions where the free surface gradients are steep and the water depths

are larger than 0.01 m, based on adaptivity parameters.

To check accuracy and efficiency of the dynamically adaptive technique, we

performed the following test. We compared the dynamically adaptive simulation

with non-adaptive simulations computed using only the dynamic DDM on the

finest uniform grid, i.e., the level 4 grid as shown in Figure 4.10. The results show

that the flooding region obtained by the dynamically adaptive scheme is nearly

the same as that obtained from the finest grid.

Other comparisons are the accuracy and efficiency of the dynamical adaptive

tree grid simulations with different adaptivity parameters compared with the finest

grid simulations. Figures 4.11 and Figure 4.12 show the comparisons of the adap-

tive grid simulations and the finest grid simulation for the water depth, the arrival

times, and the maximum water depth at each measured points, respectively. Fig-

ure 4.13 displays the number of computational cells and the computational times

of the simulations. As illustrated in Figures 4.12 and 4.2, the results of adaptive

tree grid simulations agree closely with the results of the finest grid simulation.

However, the number of computational cells and the computational times of all the

adaptive tree grid simulations are much less than that of the finest grid simulations

as shown in Figure 4.13. This concludes that the adaptive grid technique is very

efficient because it helps reducing the computational cells, and therefore, reduces

the computational time while keeping the same accuracy as that of the finest grid

simulation.

Also as seen in Figure 4.11, some results obtained from the adaptivity param-

eters, ε1 = 1.0 and ε2 = 1.0 are not smooth. These results may come from cycles

of refining/coarsening between successive time-steps. However, the cycles are not

found for the simulation using the adaptivity parameters, ε1 = 1.0 and ε2 = 0.5.

This indicates that we can prevent the cycles by using ε2 < ε1.
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In this section, the simulations present the information on the flood problem

for the assumed event. The flood risk maps animations in Figure 4.9 are generated

to show the flood extension, together with water depths, flood arrival times, and

maximum water depths, as shown in Figure 4.11 and 4.12. As indicated in Figure

4.12, the arrival time of the measured point, P6, the farthest point of Mae-suai

place, about 2367.6729 s with the maximum water depth 2.1482 m. Therefore,

if the Mae-suai dam break had occurred, the flood wave would rushed along the

valley and down to the plain in 20 minutes, where damages could be predicted

by the maximum water depths for each area. The informations for the assumed

event are very useful for planning, preparation, prevention, and evacuation of the

possibly serious disaster.

4.3 Breaching Flood Inundation

We illustrated in this section the numerical simulations using the developed model.

The model with adaptive tree grid numerical scheme is applied to predict an ide-

alist inundation event at Don-Muang place located at southern bank of Rangsit-

Prayurasak canal, Bangkok, Thailand. The assumed flood event is a breaching

flood of the flood defence at the Rangsit-Prayurasak canal which is a part of the

Bangkok flood defence. We simulate the assumed event for obtaining informations

on the flood problem, and checking the accuracy and efficiency of the adaptive tree

grid algorithm.

The simulation is performed on the domain of digital terrain data 28,800 m ×
18,000 m, generated from 90 m Shuttle Radar Topography Mission (SRTM) data

source shown in Figure 4.14. As shown in Figure 4.14, a breach of the flood defence

is defined at the bottom left corner (16,245 m, 14,535 m) and the top right corner

(17,895 m, 14,850 m). Also indicated in Figure 4.14 are six measured points for

recording time histories of the model during the simulation. The idealist hydro-

graph shown in Figure 4.16 is defined at the breach to drive the flood event. The
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hydro-graph values are given by the inflow volumes,

D(t) =


m(U−L)em(T−t)

(1+em(T−t))2 , t ≤ T ;

m(U−L)
4

, T < t ≤ T + ∆Ts;

m(U−L)em(T+∆Ts−t)

(1+em(T+∆Ts−t))2 , T + ∆Ts < t,

(4.1)

where D(t) is the inflow volumes per unit time (m3/s), L is the minimum value

of the discharges, U is the maximum value of the discharges, m is the slope of the

hydro-graph, T is the time at the total volume is U+L
2

, ∆Ts is the duration of the

study flood event, and t is the independent time variable.

The inflow volumes function is corresponded with the total volume of inflow

function,

S(t) =


L+ U−L

1+em(T−t) , t ≤ T ;

L+ U−L
2

+ (t− T )D(T ), T < t ≤ T + ∆Ts;

∆TsD(T ) + L+ U−L
1+em(T+∆Ts−t) , T + ∆Ts < t.

(4.2)

In this simulation, we set the parameters as: U=1000000 m3, L=0 m3, m = 0.008,

T=7200 s, and ∆Ts=14400 s.

The maximum tree grid level is 4 with resolution 900 m × 900 m, 180 m × 180

m, 90 m × 90 m, and 45 m × 45 m for levels 1, 2, 3, and 4, respectively; therefore,

the initial grid level 1 has 32 × 20 cells. The topography values are provided for

levels 1-3 while the levels 4 is obtained automatically via the bilinear interpolation.

The tree grid cells for children are designed as 5×5 for level 1, and 2×2 for levels 2

and 3, while level 4 cells have no children. The numerical experiment is simulated

for 44,000 s with the Manning’s coefficient 0.001, and with parameters of the grid

adaptivity ε1 = 0.5, ε2 = 0.25, and ξ = 0.01. Moreover, the boundary condition

is defined as opened boundaries while at the Bangkok flood defence (red line in

Figure 4.14) is defined as the closed boundaries. The initial grid of the simulation

is shown in Figure 4.15. The finest grid cells are generated at the breach of the

flood defence and at those measured points through the simulation.

To check accuracy and efficiency of the dynamically adaptive technique, we

perform the following test. We compare the dynamically adaptive simulations with
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Figure 4.14: The breach location and the measured points of the breaching flood

inundation simulation.

Figure 4.15: The initial grid of the breaching flood inundation simulation.

non-adaptive simulations computed using only the dynamic DDM on the finest

uniform grid, the level 4 grid with 640×400 smallest cells. The 2D simulations

of flood inundation for this experiment are presented at different times, shown in

Figures 4.17 and 4.18. Figures 4.17a and 4.18a present the inundation extent and

water depth at t=2 h and t=12 h. The corresponding predictions on the finest

grid are shown in Figures 4.17b and 4.18b. The simulation results show that the

flood plain obtained by the dynamically adaptive scheme are nearly the same as

simulations that obtained from the finest grid. Adapted tree grids are presented

in Figures 4.17c and 4.18c. The adapted tree grids show that the high resolution

areas are automatically obtained by the adaptivity in corresponding to the regions

where the free surface gradients are steep and have water depths more than 0.01

m, according to adaptivity parameters.

In order to confirm the mass conservation of the results, the total volume of
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Figure 4.16: The idealist hydro graph defined at the breach to drive the flood

event.

water inside the computational domain is measured and compared with the total

volume of mass through the breach in Figure 4.19. The total volume of mass

values are given by equation (4.2). For this case, since no outflow is induced, the

flow mass should be the same as those accumulated inside the domain. Evidently,

excellent mass conservation property of the adaptive tree grid model is confirmed.

Further comparisons are the accuracy and efficiency of the dynamical adaptive

tree grid simulation undertaken with half and double the adaptivity parameters

ε1 and ε2, i.e. ε1 = 0.25; ε2 = 0.125 and ε1 = 1.0; ε2 = 0.5, respectively. Figure

4.20 presents the comparisons of the adaptive grid simulations and the finest grid

simulation for the arrival times and the maximum water depth at each measured

points. Figure 4.21 shows the number of computational cells and the computational

times of the simulations. As indicated in Figure 4.20, The results of all adaptive

tree grid simulations agree closely with the finest grid simulations. However, the

number of computational cells and the computational times of all adaptive tree

grid simulations are less than that of the finest grid simulations, as seen in Figure

4.21. These show that the adaptive grid technique is more efficient because it helps

reducing the computational cells, and therefore, reduces the computational times

while keeping the same accuracy as that of the finest grid simulation.

Also indicated in Figure 4.21, the number of computational cells and the com-

putational times tend to reduce as the adaptivity parameters for ε1 and ε2 increase.
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(a)

(b)

(c)

Figure 4.17: Flood inundation at t=2 h: (a) the flood simulation by the adaptive

grid, (b) the flood simulation by the finest grid,and (c) the adapted tree grid.
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(a)

(b)

(c)

Figure 4.18: Flood inundation at t=12 h: (a) the flood simulation by the adaptive

grid, (b) the flood simulation by the finest grid, and (c) the adapted tree grid.
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Figure 4.19: The comparisons of the total volume of water inside the computational

domain (model predictions) and the total volume of mass through the breach

(inflow volumes).
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Figure 4.20: The comparisons of arrival times (left) and maximum water depths

(right) of each the locations for the adaptive grid and the uniform finest grid.
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tational times (right) for the adaptive grid and the uniform finest grid.



52

These indicate that we can utilize the adaptivity parameters to reduce the number

of computational cells and the computational times, whenever the results are still

accurate.

Also presented in these results are information on flood problem for the assumed

event. Flood risk maps animation in Figures 4.17 and 4.18 are generated to show

flood extension, and together with flood arrival times and maximum water depths

in Figure 4.20. As indicated in Figure 4.20, the arrival time of the measured point

P5 at Don-Muang air port is about 25914.4838 s with maximum water depth

0.87 m. Therefore, if the assumed breaching flood occurs, the flood wave will

arrive Don-Muang air port in about 7 h, where damages can be estimated by the

maximum water depths for each area. The informations for the assumed event are

useful for planning, preparation, prevention, and evacuation of the possibly serious

disaster.

4.4 Conclusion

In this section, we applied the dynamically adaptive tree grid algorithm for simu-

lation and visualization of water overland flow, which are the rain-water overland

flow simulation, the simulation of a dam-break on natural topography, and the

breaching flood simulation. Numerical simulations show that the developed algo-

rithm is suitable for simulating and visualizing flow of water on natural topography

and creating informations on floods problem. The adaptivity and dynamic DDM

help making the computation efficient while keeping the same accuracy as that

of the computation on the finest grid. Therefore, it has a potential for practical

usages, and can be applied to other flooding simulations on natural topography

such as river flood, including utilization for the water management system.



CHAPTER V

SIMPLIFICATION OF THE DYNAMICALLY

ADAPTIVE TREE GRID ALGORITHM

The presented adaptive tree grid algorithm in Chapter 3 is developed based on

second order high-resolution finite volume methods, in terms of time and space.

However, for a simulation of the flood flow on natural topography, the second order

high-resolution scheme may not be significant when compared with uncertainties in

topographic data and information available for calibration of friction parameteriza-

tion. Therefore, if first order scheme is implemented, the adaptive algorithm should

provide further significant improvements in computational efficiencies (Liang [31])

as motivation that simple schemes should reduce the computational resources and

simulation run times. Moreover, since validations of the first order schemes with

adaptive tree grid techniques have often been ignored by researchers, it becomes

attention to validate the scheme for flood simulations.

The purpose of this chapter is to develop the dynamically adaptive grid algo-

rithm based on the first order finite volume scheme for simulation and visualiza-

tion of flood flow on natural topography. The developed algorithm is constructed

based on a well-balanced, positivity-preserving first order scheme of Audusse [3],

and equipped with the dynamically adaptive general rectangular tree grid method

for shallow water equations.

5.1 Numerical Algorithm

We present in this section the first order finite volume algorithm based on Audusse’s

work [3] for solving of the system (2.20) with the dynamically adaptive tree grid

technique. By the first order scheme, the slope limiter in space (or reconstruction

procedure in §3.2.3) is not used, and therefore, TVD Runge-Kutta iteration, to
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prevent spurious oscillations is unnecessary, two procedures which are the slope

limiter in space and the TVD Runge-Kutta iteration are excluded for this algo-

rithm. The reasons for adopting this algorithm are as follows:

1. The algorithm has a potential for the water flow simulation over natural

topography;

2. Based on rectangular tree grids, the development of algorithm is much sim-

pler and requires less computational costs than the higher order schemes.

The computational details are provided as follows.

5.1.1 Finite volume formulation

In this chapter, the finite volume scheme for shallow water equations performs on

discretized domain that consists of rectangular cells as shown in Figure 5.1, and

can be formulated as described in section 3.2.1.

However, in order to keep the scheme as simple as first order and to reduce

computational cost, the time discretization of equation (3.5) is done using the

Euler’s method, namely,

~W t+∆t
i = ~W t

i −
∆t

∆i

∑
k

~̂F t
k · ~nk ∆τk + ∆t~Sti , (5.1)

i•

+ - ~n4

+ - ~n7

+ - ~n6

+ - ~n5

- +
~n2

- +
~n1

+
-

~n8

-
+

~n3

Figure 5.1: The main control volume and descriptions for each cell.
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where k is index of the sub interface between the cell i and the neighbor cell k,

∆τk is size of the sub interface k. Here, ∆t is time step size, limited by the CFL

condition as section 3.2.6.

The equation (5.1) is constituting the first order finite volume formulation over

each rectangular cell of the grid, and ~̂Fk ·~nk can be calculated using the formulation

based on the HLL schemes as described in section 3.2.2. However, by using the first

order Audusse’s scheme [3], the terms that gives well-balanced scheme proposed

in equations (3.8) and (3.9) are modified as

~zx = [0 − g

2
(ĥ−k )2 0]T , ~zy = [0 0 − g

2
(ĥ−k )2]T . (5.2)

For this algorithm, because the reconstruction procedure in section 3.2.3 is not

used, the superscripts - and + refer to the non-reconstructed values within the

considered cell i and the neighbor cell k, respectively.

For the source term ~Sti in equation (5.1) consists of the rainfall rate and the

friction forces, they can be computed by the scheme described in section 3.2.5.

5.1.2 Boundary condition

Two types of boundary condition, proposed in this chapter are the opened and

closed boundary conditions. The closed boundary condition is the same as declared

in section 3.2.7. However, the opened boundary condition is given by

[hm um vm zm]T = [0 0 0 0]T , (5.3)

where the subscript m refers to the spatial index of the boundary cells.

5.1.3 Grid adaptivity method

The designing grid adaptivity technique consists of three parts, the designing of the

tree grid, the refining and coarsening criteria, and the defining of cell-dependent

values. For the tree grid, the designed scheme is constructed based on the general

rectangular tree grid described in Section 3.1.
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For refining and coarsening criteria, we use a simple criterion based on two

conditions, the gradient of the free surface, H = h + z, and the water depth.

The checking of refinement and coarsening are performed as already described in

section 3.2.8. However, when a cell is refined, the children cells are created in next

level that is not maximum level, and they are defined by the same values as their

parent cell, i.e.

~W l+1
j = ~W l

i , (5.4)

where i and j refer the spatial indices of the parent cell and the child cell, respec-

tively. For the coarsening, the values of the merged parent cell is defined by the

averages as:

~W l
i =

1

nli × nli
∑
j∈Ωi

~W l+1
j , (5.5)

where nli × nli is the number of children.

As described in section 3.2.9, the height of topography, z, can be defined by

the bilinear interpolation technique for cases of the simulation using topographic

data grids.

5.1.4 Dynamic domain defining method

As described in section 3.2.10, in order to improve the computational efficiency, the

cells are checked to identify whether the cell is inside the computational domain

or not. By the checking, the cell is excluded from the computational domain if

the cell and its neighbor cells are all dry. On the other hand, the cell and its

neighbor cells are included to the computational domain whenever these cells are

not in the domain. Only grid cells within the computational domain are adapted

and computed in order to minimize the total number of the computational cells.

5.1.5 Algorithm overview

We present here an overview of the algorithm for the computational scheme pre-

sented above. The algorithm is simplification of the algorithm in §3.2.11 to exclude
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Figure 5.2: The algorithm overview.

the reconstruction step and TVD Runge-Kutta iteration. The simplified algorithm

consists of several steps describing the calculations for each grid cell, as illustrated

in Figure 5.2. The details for each steps can be described as follows:

• Step 1 : Set the initial values, the cell sizes, the number of children in each

level, and the maximum of tree grid levels.

• Step 2 : Set the computational grids boundaries, see §5.1.2.

• Step 3 : Calculate the numerical fluxes and the maximum wave speed.

• Step 4 : Calculate the solutions of ~W t+∆t as equation (5.1).

• Step 5 : Define a new domain based on the dynamic DDM.

• Step 6 : Conduct the grids adaptivity technique, see §5.1.3.

I Refinement procedure

i For each cells whose level is not maximum level

– Mark cells that satisfy the refinement conditions.

ii For each marked cells

– Create new children cells, and assign the dependent values as

equation (5.4).
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II Coarsening procedure

i For each parent cells whose children have no child

– Average the children values defined in (5.5);

– Check the average with the conditions of the coarsening;

– If one of the conditions is false, then merge all children cells

into a parent cell, and assign the dependent values.

• Step 7 : Visualize the solutions in 2D and 3D by OpenGL.

• Repeat Step 2 to 7 until the simulation is finished.

5.2 Results

We illustrate in this section the numerical simulations using the developed algo-

rithm. The simulations consist of two tests as follows: the dam break simulation

compared with real experimental data, and the simulation of dam break overland

flow compared the performance with the simulation on the finest grid using the

second order finite volume scheme. The coding and simulations are performed

using 2 GHz Intel Core i7 with RAM 6 GB.

5.2.1 Dam break experiment simulation

In this test, the adaptive grid first order scheme simulation of dam break with an

obstacle was performed and compared with the real experimental data of Kleefs-

man et al [26]. Figure 5.3 shows geometry of the physical experiment, where H1,

H2, H3 and H4 are corresponding to the vertical wave probes. In the figure, all

dimensions are in meters.

In this simulation, the adaptivity of the tree grid is employed with 3 levels, the

level 1 has 25x75 grid cells with the dimension of children for levels 1 and 2 are

3x3 and 2x2, respectively, and the level 3 cells have no children. The duration of

the simulation is 6 s and performed with the Manning’s coefficient 0.032, and with

parameters of the grid adaptivity ε1 = ε2 = 0.007 and ξ = 0.01. The boundary
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Figure 5.3: The geometry of the physical experiment of Kleefsman et al.

Figure 5.4: The initial grid of the dam-break simulation.

condition is considered as closed boundaries. The initial grid is shown in Figure

5.4.

The simulation results of the behavior of water flow at time t=0.4 s and 0.56 s

are shown in Figures 5.5a and 5.5d. The 3D representation of the results agree with

the experiment in Figures 5.5b and 5.5e. The corresponding automatically adapted

grids are shown in Figures 5.5c and 5.5f. The adapted grid of the results show that

the high resolution regions with high slope free surface are obtained automatically

via the adaptive technique. Furthermore, the comparison of the evolutions of the

water depths at each the probes are shown in Figure 5.6. The results agree closely

with the experimental data. In order to check the efficiency of the adaptive grid first
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(a) (b)

(c)

time=0.4 s.

(d) (e)

(f)

time=0.56 s.

Figure 5.5: The 3D representations and 2D adaptive grids of the dam break sim-

ulation compared with experiment at different times.
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Figure 5.6: The comparisons of the evolutions of the water depths at the reservoir

H4 (top-left), H3 (top-right), H2 (bottom-left), and H1 (bottom-right), for the

experimental data (dotted), the adaptive grid second order scheme (dashed), and

the adaptive grid first order scheme (solid).
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Figure 5.7: The comparisons of the number of computational cells (left) and the

computational times (right) for the adaptive grid second order scheme (dashed)

and the adaptive grid first order scheme (solid).
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order scheme, we compared the results with a dynamically adaptive grid second

order scheme simulation (the adaptive grid second order scheme was described in

Chapter 3). The results of the both adaptive grid schemes, compared between first

and second order schemes, are similarly as shown in Figure 5.6. The number of

computational cells of the adaptive grid first order scheme are nearly the same as

that obtained from the adaptive grid of second order scheme, as shown in Figure

5.7 (left). However, as shown in Figure 5.7 (right), the computational times of the

adaptive grid first order scheme are much less than the computational times of

the adaptive grid second order scheme with speedup about 4 times faster. These

indicate that the adaptive grid first order scheme is efficient for the dam-break

experimental simulations in general.

5.2.2 Dam break flow on natural topography

In this experiment, the developed model with adaptive tree grid first order scheme

is employed to simulate the dam break flow on natural topography in case of the

Malpasset dam break that occurred on the Reyan river valley in southern France,

on the 2nd of December 1959. The flood wave rushed along the valley and down to

the plain area in 20 minutes, where the city of Frejus is located. This flood event

caused about $68 million economic losses and 421 casualties (Wang [44]).

The simulation is performed on the domain of digital terrain data 16200 m ×
19800 m, generated from Shuttle Radar Topography Mission (SRTM) data source

shown in Figure 5.8. The approximate free surface elevation of the reservoir behind

the dam is 100 m. Also indicated in Figure 5.8 are six measured points for recording

time histories of the model results during the simulation. The maximum tree grid

level is 5 with resolution 900 m × 900 m, 180 m × 180 m, 90 m × 90 m, 45 m

× 45 m, and 15 m × 15 m for levels 1, 2, 3, 4, and 5, respectively; therefore, the

initial grid level 1 has 18 × 22 cells. The topography values are provided for levels

1-3 while the levels 4-5 are obtained automatically via the bilinear interpolation.

The tree grid cells for children are designed as 5×5 for level 1, 2×2 for levels 2

and 3, and 3×3 for level 4, while level 5 cells have no children. The numerical
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Figure 5.8: The evaluated locations of the Malpasset dam-break simulation.

Figure 5.9: The initial grid of the Malpasset dam-break simulation.

experiment is simulated for 3000 s with the Manning’s coefficient 0.033, and with

parameters of the grid adaptivity ε1 = ε2 = 0.1 and ξ = 0.01. Moreover, the

boundary condition is considered as opened boundaries. The initial grid of the

simulation is shown in Figure 5.9, where the finest grid cells are generated at the

boundary of the reservoir. Moreover, the finest grid cells are also generated at the

measured points throughout the simulation.

The 3D adaptive grid first order simulations of dam break flow for this ex-

periment are presented at different times in Figure 5.10. The results show that

the high-resolution areas are automatically obtained by the adaptivity method in

corresponding to the regions where the free surface gradients are steep and have

water depths more than 0.01 m, according to the adaptivity parameters.

To check the accuracy and efficiency of the dynamically adaptive scheme we

performed the following test. We compared the dynamic ally adaptive grid first

order scheme simulation with the two second order scheme simulations computed

by adaptive and non-adaptive grid schemes. The non adaptive grid simulation
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Figure 5.10: The 3D adaptive grid representation of the dam-break simulations at

different times: 10 s, 100 s, 150 s, 300 s, 600 s, and 3000 s, respectively.

is simulated on finest uniform grid, level 5 grid (smallest cells with 1080×1320

cells) using only the dynamic DDM. The comparisons of 3D representations for

the flood simulations of the adaptive grid first order scheme at different times are

shown in Figure 5.11. The flood area simulations obtained by the adaptive grid

first order scheme are nearly the same as that obtained from the finest uniform

grid. The comparison of the evolutions of the water depth at each measured points

are shown in Figure 5.12. The maximum of water depths and the arrival times

at each measured points are shown in Figure 5.13. The results obtained by the

dynamically adaptive grid schemes agree closely the finest grid (level 5 grid). These

show the accuracy of the adaptive grid schemes. The efficiency of the adaptive
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t = 10 min.

t = 20 min.

t = 30 min.

t = 50 min.

Figure 5.11: The comparisons of the adaptive grid first order scheme simulations

(left) with the finest uniform grid simulations (right) at different times t.
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Figure 5.12: The comparison of the evolutions of the water depth in the measured

points P1, P2, P3, P4, P5, P6 (from left to right and top to bottom). The solid,

dotted and dashed lines refer to the simulations of the adaptive grid first order

scheme, the adaptive grid second order scheme, and the finest grid second order

scheme, respectively.
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grid schemes is presented by comparing the number of computational cells and

the computational times for the simulations as shown in Figure 5.14. The results

show that the adaptive schemes are more efficient because they help reducing the

computational cells (from 120,672 cells by the finest uniform grid to less than

90,000 cells by the adaptive grid first order scheme, and less than 80,000 cells by

the adaptive grid second order scheme), and therefore, reduces the computational

time (from 9337.3630 s by the finest uniform grid to 2272.5610 s by the adaptive

grid first order scheme, and 8602.6709 s by the adaptive grid second order scheme),

while keeping the same accuracy as that of the finest uniform level 5 grid. The

number of the computational cells of the adaptive first grid schemes are nearly the

same as that of the adaptive grid second order scheme as shown in Figure 5.14

(left). Moreover, the adaptive grid first order scheme results are almost the same

as that obtained from the adaptive grid second order scheme. Nevertheless, since

the first order scheme is easier than the second order scheme for the computation

on the adaptive grids, the first order scheme reduces computational times when

compared with the second order scheme, by speeding up 3.7 times faster.

5.3 Conclusion

In this chapter, the dam-break overland flow simulations are developed by applying

the first order Audusse’s finite volume scheme for the shallow water equations to

solved with the dynamically adaptive general rectangular tree grid method. The

simulation results are compared with the real experimental data and also with sim-

ulations of the second order scheme on the finest grid. The comparisons show that

the developed algorithm for simulation is very efficient in terms of computational

costs, by reducing the number of the computational cells and the computational

time without losing much accuracy in the results. Therefore, it has potential in

practical usages in order to product flooding areas. The scheme can be applied to

simulate the other situations on flood problems.



CHAPTER VI

DIFFUSION MODELING ON DYNAMICALLY

ADAPTIVE TREE GRID FOR RAINFALL OVERLAND

FLOW SIMULATION

Most of researchers have used the shallow water equations for the flood simu-

lation. However, several flood models (such as [12], [38], and [44]) have been

developed and successfully applied using simple equations and reduced complex-

ity approaches. The motivation of the flood models is that solving the simple

equations should reduce the computational burden and the simulation run times

(Dottori [12]). Diffusion and wave equations were used for description of water

and wave propagations (see in [1, 8, 38]). However, both equations were not used

to describe water and wave propagations in rugged terrain.

The purpose of this section is to develop an algorithm based on adaptive grid

finite volume method in solving diffusion equations for water flows in order to sim-

ulate and visualize rainfall overland flows on natural topography. The adaptivity

is developed based on general rectangular tree grids and in combination with the

dynamic DDM.

6.1 The Mathematical Model

In this work, we develop a two-dimensional model for water flow based on diffusion

equations for determining the behavior of rainfall flow above bottom elevation

without infiltration. The model is written as

∂H

∂t
=
∂f

∂x
+
∂g

∂y
+R, (6.1)

where H = z + h is the free surface elevation, h is the water depth, z is the height

of topography, R is the rainfall rate, while
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f = α
∂H

∂x
, g = α

∂H

∂y
(6.2)

are fluxes in the directions of the x and y coordinate axis, respectively. In these

equations, α is the water diffusion coefficient and t is time.

6.2 Numerical Algorithm

We present in this section the numerical solution to the model equations described

in the previous section. The solution can be generated using conservative finite

volume methods. The details are described as follows.

6.2.1 Finite volume formulation

In this chapter, the finite volume formulation performs on physical domain that

comprises of regularized cells. Each cell is considered as a main control volume

whose boundary is formed by the direct walls surrounding it. An example of a

single main control volume is shown in Figure 6.1.

By integrating equation (6.1) over an arbitrary cell domain Ωi and using the

Green’s theorem, we have∫
Ωi

∂H

∂t
dΩ =

∮
τ

~F · ~n dτ +

∫
Ωi

RdΩ, (6.3)

i•

- + n4

- + n7

- + n6

- + n5

- +n2

- +n1

-
+
n8

-
+

n3

Figure 6.1: The main control volume and descriptions for each cell.
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where τ is boundary of Ωi, ~n is unit outward normal vector to the boundary, and

~F = (f, g) is the vector that consists of the fluxes in the equations (6.2) at each

interface of the cell boundary.

Dividing the equation (6.3) with the cell area, and calling Hi and Ri as the

average of the free surface elevation and rainfall rate interior of the cell, respectively,

the finite volume formulation is generated as

∂Hi

∂t
=

1

∆xi∆yi

∮
τ

~F · ~n dτ +Ri, (6.4)

where ∆xi and ∆yi are widths of the cell wall in the directions of the coordinate

x and y axis, respectively. The subscript i is the spatial index of the cell.

Since our model is performed on dynamically adaptive grid considered as non-

uniform grid (by non-uniform grid, each cell can possibly have many adjacent cells

and with different size for each wall), the line integral in equation (6.4) can be

discretized by substituting with the sum over sub interfaces around the control

volume of ~F · ~n as

∂Hi

∂t
=

1

∆xi∆yi

∑
k

~Fk · ~nk ∆τk +Ri, (6.5)

where the subscript k is index for each of sub interfaces over boundary of Ω between

the cell and its neighbor, and ∆τk is the width of the sub interface.

By application of the Euler’s method to the equation (6.5), the finite volume

formulation over each rectangular cell of the grid is given by

H t+∆t
i = H t

i +
∆t

∆xi∆yi

∑
k

~Fk · ~nk ∆τk + ∆tRt
i, (6.6)

where ∆t is time step size.

6.2.2 Numerical flux

In the developed algorithm, an approximation of fluxes between adjacent cells

through each sub interface for simulation of the rainfall flow in rugged terrain is
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given by

fk = α
∂H

∂x
≈ α

Ĥ+ − Ĥ−
∆x

, gk = α
∂H

∂y
≈ α

Ĥ+ − Ĥ−
∆y

(6.7)

with the Riemann states of water depth

Ĥ± = max
{

0, H t
± −max{z+, z−}

}
. (6.8)

This was also presented by Audusse et al [3] in the context of hydrostatic re-

construction. The marker (−) and (+) are indices for the left and right cells at

each sub interfaces in the x direction while the y direction, the signs (−) and (+)

indicate the bottom and top cells at each sub interfaces.

6.2.3 Stability condition

In order to have stable scheme for diffusion model as proposed in [33], the time

step size is limited by the condition

∆t ≤ 0.25
(∆Amin)2

α
, (6.9)

where∆Amin = min∀i{∆xi,∆yi} is a minimum dimension of all cells in the compu-

tational domain.

6.2.4 Boundary condition

The opened and closed boundary conditions used in the algorithm are defined as

follows. The opened boundary condition can be given by

hm = 0, zm = 0, (6.10)

while the closed boundary condition are given by

hm = 0, zm = zlarge. (6.11)

In these equations, the subscript m refers to the spatial index of the computational

domain boundary cells, and zlarge is some large constant value for the topography

height, for example, we assign zlarge = 9999.
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6.2.5 Grid adaptivity method

The grid adaptivity method consists of designing of the tree grid, and the grid

adaptivity conditions, together with the new values defining of the adapted cells

variables. For the tree grid, we designed in the numerical scheme based on the

general rectangular tree grid as described in section 3.1.

For the grid adaptivity conditions, we have used a simple criterion based on

the two conditions, the gradient of the free surface H = h+z and the water depth.

The checking of refinement and coarsening are performed as described in section

3.2.8. However, when a cell is refined, the children cells are created in next level

that is not maximum level, and they are defined by the same values as their parent

cell, i.e.

hl+1
j = hli, (6.12)

where hl+1
j is the water depth of the child of level l+ 1 cell at position j, and hli is

the water depth of the parent cell at i.

In addition, the values of height of topography, z , are defined by the digital

terrain data for each levels as described in the next section.

For the coarsening, the values of the merged parent cell is defined by the aver-

ages as:

hli =
1

nli × nli
∑
j∈Ωi

hl+1
j , (6.13)

where nli × nli is number of the children of the parent cell.

6.2.6 Topography interpolation

In real application of the simulation and visualization of rainfall overland flows, the

values of heights of topography are obtained by digital terrain data grids. Since the

computational grid resolution is possibly different (finer or coarser) than the digital

terrain data grid resolution, topography interpolation is required. We present here

a method for the topography interpolation using triangular planes approximation.

For the approximation of the value of the cell in the domain at i:
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zi =



zx′ ,y′ + (zx′+1,y′ − zx′ ,y′ )(m− x
′
)

+(zx′ ,y′+1 − zx′ ,y′ )(n− y
′
) ,m ≤ x

′ − n+ y
′
+ 1;

zx′+1,y′+1 + (zx′+1,y′ − zx′+1,y′+1)(m− (x
′
+ 1))

+(zx′+1,y′ − zx′+1,y′+1)(n − (y
′
+ 1)) ,m > x

′ − n+ y
′
+ 1,

(6.14)

where (x
′
, y
′
) is the position of the topographic data grid cell used for approxima-

tion with x
′
= bmc and y

′
= bnc,

m = xi × nx
′

/nx, n = yi × ny
′

/ny (6.15)

are the mapped indices of the computational grid cell position (xi, yi) to the topo-

graphic data grid , nx
′

and ny
′

are numbers of columns and rows of the topographic

data grid, and nx and ny are numbers of columns and rows of the finest computa-

tional grids.

6.2.7 Dynamic domain defining method

As described in section 3.2.10, in order to improve the computational efficiency, the

dynamic DDM is applied in this modeling and simulation. The cells are checked for

identify whether the cell is inside the computational domain or not. The checking

is based on three conditions of indicators as:

1. the cell is wet, i.e. hti > 0;

2. the cell has one or more of neighbor cells that are wet, i.e. htk > 0 for some

htk ∈ Ni, the set of neighbors of the i cell;

3. the cell has rainfall, i.e. Rt
i > 0.

If one of these conditions is true, the cell and its neighbor cells are included to the

domain whenever these cells are not in the domain. On the other hand, the cell is

excluded from the domain. Only grid cells within the computational domain are
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adapted and computed in order to minimize the total number of the computational

cells.

In this algorithm, the dynamic DDM is used for defining the newly computation

domain in each iteration steps after the solution of the equation (6.6).

6.2.8 Algorithm overview

We present here an overview of the algorithm for the computational scheme pre-

sented above. the developed algorithm consists of several steps describing the

calculations for each grid cell, as illustrated in Figure 6.2. The details for each

steps can be described as follows:

• Step 1 : Set the initial values, the cell sizes, the number of children in each

level, and the maximum of tree grid levels.

• Step 2 : Set the computational grids boundaries.

• Step 3 : Calculate the numerical fluxes and ∆t.

• Step 4 : Calculate the solutions of H t+∆t as equation (6.6).

• Step 5 : Define a new domain based on the dynamic DDM.

• Step 6 : Conduct the grids adaptivity technique, see §6.2.5.
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I Refinement procedure

i For each cells whose level is not maximum level

– Mark cells that satisfy the refinement conditions.

ii For each marked cells

– Create new children cells, and assign the dependent values as

equation (6.12).

II Coarsening procedure

i For each parent cells whose children have no child

– Average the children values defined in (6.13);

– Check the average with the coarsening conditions;

– If either of the conditions is false, then merge all children cells

into a parent cell, and assign the dependent values.

• Step 7 : Visualize the solutions in 2D and 3D by OpenGL.

• Repeat Step 2 to 7 until the simulation is finished.

6.3 Results

In this chapter, the developed diffusion model is employed to simulate the rainfall

flow on natural topography. The simulations consist of two tests as follows: the

rainfall overland flow simulation compared with the simulations using the shallow

water equation, and the simulation of rainfall overland flow compared the perfor-

mance with the simulation on finest grid. The first numerical simulation is for

accuracy and efficiency tests of the developed diffusion model, while the second

simulation is for accuracy and efficiency tests of the adaptive tree grid technique.

The coding and simulations are performed using 2 GHz Intel Core i7 with RAM 6

GB.
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6.3.1 Accuracy and efficiency of the diffusion model

We illustrated in this section the accuracy and efficiency tests of the diffusion

model, which are tested by comparing with the simulation using the shallow water

equations. The shallow water equation is simulated using the second order finite

volume scheme in [3] and [9] with the Manning’s coefficient 0.001. The simulation

of the diffusion model is performed on the domain of digital terrain data 7200 m ×
7200 m, generated from Shuttle Radar Topography Mission (SRTM) data source

with resolution 45 m × 45 m. Therefore, the initial grid has 160 × 160 cells. The

numerical experiment is simulated for 10000 s with the water diffusion coefficient

is 500 m/s. The rainfall rate is set at 0.001 m/s within the rectangular regions

where 2700 m ≤ x ≤ 4500 m and 2700 m ≤ y ≤ 4500 m for the duration of 3600

s. Moreover, the domain boundaries are defined as closed boundary condition.

The 3D representations of the rainfall overland flow simulation for this experi-

ment are presented at different times, see Figure 6.3. The small pictures in Figure

6.3 show the corresponding 2D images. The results show that the diffusion model

with the developed numerical scheme has a potential for the simulation of the

water flow in rugged terrain.

To check the accuracy and efficiency of the diffusion model with the developed

numerical scheme, we found errors of the numerical flooded area of the diffusion

model compared with the numerical flooded area using the shallow water equations.

A Fit-Statistic method, F , introduced by [23], is used to estimate the ratio

between the numerical flooded area and the observed inundated area. Here, F is

used to estimate the percentage of the coincided flood extent between the current

prediction and the benchmark, which can be described by,

F =
Wc

⋂
Wb

Wc

⋃
Wb

, (6.16)

where Wc and Wb stand for the number of inundated cells given by the present

simulation and the benchmark solution, respectively.

F can be specifically used to calculate an error percentage of the model results
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t=80 s.

t=3600 s.

t=10000 s.

Figure 6.3: The 3D representation of the rainfall overland flow simulation using

the shallow water equations (left) and the diffusion model (right).
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Figure 6.4: The left picture is the errors of the diffusion model compared with the

shallow water equations, and the right picture is the comparison of the computa-

tional times for the simulation of the diffusion model (solid) and the shallow water

equations (dashed).

using the following formula,

E =
(

1−
∑

i P
B1C1
i∑

i P
B1C1
i +

∑
i P

B1C0
i +

∑
i P

B0C1
i

)
× 100, (6.17)

where PB1C1
i is 1 when the benchmark cell is wet and the present compared cell is

wet; otherwise its value is 0. PB1C0
i is 1 when the benchmark cell is wet and the

present compared cell is dry; otherwise it is 0. PB0C1
i is 1 when the benchmark cell

is dry and the compared cell is wet; otherwise its value is 0. In equation (6.17),

the numerator accounts for the coincided inundated area predicted by both sets of

solutions. The denominator gives the sum of the flooding area defined by either the

compared simulation or the benchmark. Therefore, E is a variable between 0 and

100. 100 represents the wet-dry state in the compared solution is totally different

from the benchmark lattices while 0 represents that the predicted flooding extent

is absolutely the same as that in the benchmark lattices.

Here, the computed results of the shallow water flow model are taken as the

benchmark. As shown in Figure6.4 (left), E decrease from t = 4000 s. At t = 9000

s, E lower 10%, and the results predicted by the diffusion model presents the same

matched flood extent state as the simulation of the shallow water flow model. It



80

also proves that the accuracy of the diffusion model converges to the shallow water

flow model.

The efficiency of the diffusion model is presented by comparing the computa-

tional times for the simulations as shown in Figure 6.4 (right). The results show

that the diffusion model is more efficient because it helps reducing the computa-

tional run times (from 2054.97397 s by the shallow water equation to 15.0300 s

by the diffusion model) while the accuracy of the diffusion model converges to the

shallow water model.

6.3.2 Accuracy and efficiency of the adaptive scheme

In this section, the accuracy and efficiency of the dynamically adaptive scheme are

tested by comparing with the simulations on the uniform grids. The simulation is

performed on the domain of digital terrain data 36000 m × 36000 m of Banglang

place which is in Yala, southern Thailand. The digital terrain data is generated

from Shuttle Radar Topography Mission (SRTM) data source. The maximum tree

grid level is 4 with resolutions 360 m × 360 m, 180 m × 180 m, 90 m × 90 m,

and 45 m × 45 m, for levels 1, 2, 3, and 4, respectively; therefore, the initial grid

level 1 has 100 × 100 cells. The topography values are provided for levels 1, 2 and

3, except the level 4 which are obtained automatically via the triangular planes

approximation. The tree grid cells for children are designed as 2 × 2 for levels 1,

2, and 3, while level 4 cells have no children.

The numerical experiment is simulated for 53 hours with the water diffusion

coefficient is 50.625 m/s, and the parameters of the grid adaptivity method are

ε1 = ε2 = 0.1 and ξ = 0.001. The rainfall rate is set at 0.001 m/s within the two

rectangular regions which are the first region: 13500 m ≤ x ≤ 18000 m and 21150

m ≤ y ≤ 25650 m, and the second region: 18900 m ≤ x ≤ 23400 m and 19800 m

≤ x ≤ 24300 m for the duration of 7200 s. Moreover, the domain boundaries are

defined as the opened boundary condition.

The 3D representation of the rainfall overland flow simulation for this exper-

iment are presented at different times in Figure 6.5, and the corresponding au-
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time=100 min time=140 min

time=1400 min time=3180 min

Figure 6.5: The 3D representation of the adapted grids of the rain water overland

flow simulation for each time.

tomatically adapted grids are shown in Figure 6.6. The results show that the

high-resolution areas are automatically obtained by the adaptivity technique in

corresponding to the regions where the free surface gradients are steep and have

water depths more than 0.001 m, based on adaptivity parameters. The results

also indicate that the diffusion model with the developed numerical scheme has a

potential for the simulation of the water flow in rugged terrain.

To check the accuracy and efficiency of the dynamically adaptive scheme we

performed the following test. We compared the dynamically adaptive simulation

with non-adaptive simulations using only the dynamic DDM on two uniform grids,

level 1 grid (largest cells with 100 x 100) and level 4 grid (smallest cells with 800
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time=100 min time=140 min

time=1400 min time=3180 min

Figure 6.6: The 3D representation of the adapted grids of the rain water overland

flow simulation for each time.

x 800 cells).

The 3D representations of the rainfall overland flow simulations at 53 hours for

this test are shown in Figure 6.7. The results show that the simulation and the flow

profiles obtained by the dynamically adaptive scheme are nearly the same as that

obtained from the finest grid (level 4 grid), while the result from the coarsen grid

(level 1 gird) is not acceptable. This shows the accuracy of the adaptive scheme.

The efficiency of the adaptive scheme is presented by comparing the number of

computational cells and the computational times for the simulations as shown in

Figure 6.8. The results show that the adaptive scheme is more efficient because it

helps reducing the computational cells (from 69,708 cells by the finest grid to less
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(a) (b)

(c)

Figure 6.7: The 3D representation of the comparison for adaptive grids (a), uniform

coarsen grids (b), and uniform finest grids (c) of the rain water overland flow

simulation at time=53 h.

than 35,000 cells by the adaptive grid), and therefore, reduces the computational

run times (from 1247.8610 s by the finest grid to 703.4000 s by the adaptive grid)

while keeping the same accuracy as that of the finest grid.

6.4 Conclusion

The simulations of rainfall overland flow in general have been developed based

on shallow water equations. In this chapter, the algorithm has been constructed

based on the diffusion model to simulate the inundation of rainfall in rugged terrain
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Figure 6.8: The comparisons of the number of computational cells (left) and the

computational times (right) of the rain water overland flow simulation for the

adaptive grid (solid), the uniform finest grid (dashed), and the uniform coarsen

grid (dotted).

using the adaptive finite volume scheme. The algorithm applied the dynamically

adaptive rectangular tree grid technique and together with the dynamic DDM.

The results predicted by the diffusion model presents the accuracy converges to

the shallow water flow model. The comparisons of the developed simulation re-

sults with the uniform small and large cell size grids results reveal the advantages

that it can reduce the number of the computational cells and the simulation run

times without losing much accuracy in the results. This is an enormous efficiency

advantage in terms of computational costs which can be very helpful for the flood

risk assessments and water managements in the real-world applications.



CHAPTER VII

CONCLUSION

This dissertation has presented algorithms and software to simulate and visualize

flood models on natural topography based on finite volume methods for shallow

water equations by modifying the adaptive grid technique, developed in [30, 34, 2]

for rectangular quad tree grids, and combining with the dynamic DDM. Here,

the idea of quad tree grids is extended for general tree grids to handle natural

topography data in general. The algorithm applied the second order finite volume

scheme of Audusse, and was validated for idealist flooding inundation cases on

natural topography. The simplification of the algorithm using the first order finite

volume scheme of Audusse was validated for a dam-break flooding inundation

case. A simple model based on a diffusion equation, has been solved by using the

adaptive general tree grids technique, incorporated with the finite volume scheme

and non-negative water depth reconstructed method, and validated for an idealist

rainfall overland flow case. In this chapter, the conclusions of this research are

presented as the following details.

7.1 Dynamically Adaptive Tree Grid Algorithm for Shal-

low Water Model

The flood model based on 2D shallow water equations has been solved by using a

finite volume scheme. The HLL Riemann solver is adopted to solve the interface

fluxes, incorporated with the gravity force calculation. The second order scheme is

developed by using the TVD Runge-Kutta for time integration and the slope limiter

in space. A non-negative water depth reconstruction (or hydrostatic reconstruc-

tion) approach is implemented to deal with the wetting and drying interfaces. A

semi implicit scheme is implemented to calculate the friction source term to avoid
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spurious oscillation. For the explicit numerical scheme, the Courant-Friedrichs-

Lewy (CFL) criterion is adopted to limit the time step in order to maintain the

computational stability. Two types of boundary conditions, the opened and closed

boundaries are used for defining the domain boundary values.

These finite volume schemes are applied for the dynamically adaptive tree grid

algorithm, developed in this work for general rectangular tree grids, and combined

with the dynamic DDM. The algorithm is tested for the accuracy for the numeri-

cal simulations. The numerical simulations show that the developed algorithm is

suitable for simulating and visualizing the flow of water on natural topography,

which agree closely with other results obtained in literature, and for both experi-

mental and theoretical results. Moreover, the algorithm is validated for simulation

and visualization of idealist floods in Thailand, such as the rain-water overland

flow simulation, the simulation of a dam-break on natural topography, and the

breaching flood simulation. The adaptivity and dynamic DDM helps making the

computation efficient while keeping the same accuracy as that of the computation

on the finest grids. Therefore, it has a potential for practical usages, and can be

applied to other flooding simulations on natural topography such as river flood,

including utilization for the water management system.

7.2 Simplification of The Dynamically Adaptive Tree Grid

Algorithm

The dynamically adaptive grid algorithm was simplified using the first order Audusse’s

finite volume scheme for the shallow water equations solved by the dynamically

adaptive general rectangular tree grid method. By the simplification, the slope

limiter in space (or reconstruction procedure in §3.2.3) is not used, and therefore,

TVD Runge-Kutta iteration, to prevent spurious oscillations is unnecessary, and

the Euler’s method is used for time integration, two procedures which are the

slope limiter in space and the TVD Runge-Kutta iteration are excluded from the

algorithm. The simplification reduces the complexity of the dynamically adaptive

general rectangular tree grid algorithm. The simulation results are compared with
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the real experimental data and with simulations from the second order scheme on

the finest grid. The comparisons show that the developed scheme is very efficient

in terms of computational cost by reducing the number of the computational cells

and the computational time without losing much accuracy in the results. There-

fore, it has a potential for practical usages, the scheme can be applied to simulate

the other situations on flood problems.

7.3 Diffusion Modeling on Dynamically Adaptive Tree Grid

In this work, the algorithm has been constructed based on the diffusion model

to simulate the inundation of rainfall in rugged terrain using the adaptive finite

volume scheme. The algorithm applied the dynamically adaptive rectangular tree

grid technique and together with the dynamic DDM. Herein, the diffusion equa-

tion is simply solved by an explicit finite volume method. The interface flux is

approximated by the difference equation of the fluxes. A non-negative reconstruc-

tion method (in terms of water depth) is implemented to capture the wet-dry front

and avoid the negative water depth. The results predicted by the diffusion model

presents the accuracy converges to the shallow water flow model. The comparisons

of the developed simulation results with the uniform small and large cell size grids

results reveal the advantages that it can reduce the number of the computational

cells and the simulation run times without losing much accuracy in the results.

This is an enormous efficiency advantage in terms of computational costs which

can be very helpful for the flood risk assessments and water managements in the

real-world applications.

7.4 Future Works and Recommendation

In this research, the algorithms for simulation and visualization of floods are de-

veloped for rain-water overland flows. The models are validated, where the rainfall

rate and manning’s coefficient are assumed for idealist events. In real world ap-

plications, data from weather radar, land cover maps, soil maps and others can
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be used for defining the net rainfall rate and Manning’s coefficient, and simulating

other processes of rain-water overland flows, such as infiltration, sediment trans-

port, erosion, etc. For example, infiltration can be considered, where Green-Ampt

equations [18] will be used in our model. Moreover, since real flood events can

wash bridges, coastal defences and dams causing landslide, and also sweep the sed-

iment along river bed and floodplain, the flood model should be combine with the

sediment transport and erosion formulas. The improvement of the adaptive grid

technique can be modified by using the idea of adaptive local time step method

described in [16], which also has advantages in terms of computational costs.
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APPENDIX



INTEGRATION OF THE FLOOD MODEL WITH

GOOGLE EARTH SOFTWARE

Figure 1: Snaps short of Google Earth software.

Google Earth software is a program for displaying satellite images and ge-

ographic informations such as topography height, position of locality, building,

road etc. Therefore, the visualization of the flood model obtained via the Google

Earth software is then usefulness for flood warning and water managements.

The visualization of the flood model equipped with the Google Earth software

can be performed by generating series of command strings for a kml file to link

each frame of the result images. Figure 1 shows a example of the command string

for one frame, consist of times of the simulated event, a path of the result image

and a position of the simulated locality. The command string of each frames are

combined and arranged in order of the simulated times for generating the kml

file. The kml file can be used to visualize an animation of flood via Google Earth

software.

Figures 3, 4 and 5 show the visualization of the flood model results via Google

Earth software in these works. Figure 3 shows the visualization of rain-water

overland flow at Krungching place, Nakornsritamarat, Southern Thailand, while

Figure 4 shows the visualization of Mae-suai dam break flood simulation at Chian-

grai, Northern Thailand, and Figures 5 and 6 show the visualization of Breaching

flood simulation at Bangkok, Thailand.
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Figure 2: An example of the command strings for one frame, consist of times of

the simulated event, a path of the result image, and a position of the simulated

locality.
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Figure 3: The visualizations via Google Earth software of rain-water overland flow

at Krungching place, Nakornsritamarat, Southern Thailand, at different times t.

Figure 4: The visualizations via Google Earth software of Mae-suai dam break

flood simulation at Chiangrai, Northern Thailand, at different times t.
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Figure 5: The visualizations via Google Earth software of Breaching flood simula-

tion at Bangkok, Thailand, at different times t.

Figure 6: The zoom representation via Google Earth software of the breaching

flood simulation that shows building at Donmuang air port.
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