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CHAPTER I

INTRODUCTION

Considering a selfmap f on a set X, there is a simple question whether the map

has a fixed point in X, or in other words, whether an equation f(x) = x has a solu-

tion. However, solving such equations is not easy in general, and sometimes there

is no such solution (for example f : R ! R such that f(x) = x + 1). Therefore,

some mathematicians who would like to discover some conditions that guarantee

the existence of a fixed point develop fixed point theorems. In general fixed point

theory, we try to identify conditions imposed on a set X and a selfmap f on X

for the existence of a fixed point.

Fixed point theory have many applications in various branches of mathematics,

and also in sciences such as chemistry, physics, engineerings, biology, or medicine.

It is an important tool for solving equations or systems of equations. For every

equation, we can find a corresponding map whose fixed point is a solution of the

original equation. Sometimes scientists need to use a complicated equation that

represents a real world problem, so it is not easy to find a solution for the equa-

tion. However, if we have a fixed point theorem for a map corresponding to the

equation, we immediately know when the solution exists. Moreover, some fixed

point theorems also provide an approximation of fixed points.

Many fixed point theorems are developed in the context of metric spaces, for

example, the celebrated Banach’s Contraction Theorem. Banach’s contraction

theorem is simple but powerful because it requires only a contraction selfmap and

completeness of its domain to guarantee the existence and uniqueness of fixed
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points. Additionally, there is another well-known fixed point theorem in a Ba-

nanch space called Schauder’s fixed point theorem. Schauder’s fixed point theorem

requires convexity and compactness of the ambient space and continuity of a map;

however, Schauder’s result does not guarantee the uniqueness of fixed points. For

solving a di↵erential equation, we usually need the uniqueness of solutions. With

this fact in mind, we are focusing on Banach’s contraction theorem.

In 1971 [5], Cain and Nashed introduced a notion of �-contraction selfmaps

on a locally convex space and proved a fixed point theorem for a �-contraction as

follows:

Theorem 1.1. Let (E,A) be a locally convex space generated by a collection A

of seminorms, X ✓ E and T : X ! X. If X is sequentially complete and T is a

�-contraction for any � 2 A, then T has a unique fixed point in X and for each

x 2 X, the iterative sequence of x converges to the fixed point of T .

Furthermore, there is an application of a fixed point theorem for a �-contraction

that solves the di↵erential equation in a locally convex space by Chonwerayuth,

Termwuttipong and Chaoha in 2011 [7].

In 1987 [1], Angelov gave a notion of �-contraction selfmaps on a uniform

space whose uniformity is generated by a saturated collection of pseudometrics.

It is vivid that a �-contraction simultaneously generalizes Banach’s contraction

theorem on a metric space as well as the fixed point theorem for �-contractions

mentioned above on a locally convex space. Moreover, Angelov presented fixed

point theorems for a �-contraction and a special kind of a �-contraction under

various conditions, and applied those theorems to find a solution of di↵erential

equations.

Later in 1991 [2], Angelov extended the notion of a �-contraction to a j-

nonexpansive selfmap on a uniform space whose uniformity is generated by a sat-
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urated collection of pseudometrics, and gave some conditions for a j nonexpansive

selfmap and its domain to guarantee the existence of a fixed point. Moreover, his

result could be applied to some complicated di↵erential equations for solving a

solution. However, we found that there was a minor flaw in the proof of Theorem

1 in [2] where the surjectivity of the map j was implicitly used without any prior

assumption.

In 2009 [12], the author introduced the notions of a functionally lipschitzian

selfmap and a functionally uniformly lipschitzian selfmap on a normed space and

gave criteria for a map to be functionally lipschitzian and functionally uniformly

lipschitzian in a Banach space with a Schauder basis. As results, being func-

tionally lipschitzian and being functionally uniformly lipschitzian are su�cient

conditions for weak continuity and weak virtual stability (Definition 2.67), re-

spectively, and being functionally (uniformly) lipschitzian and being (uniformly)

lipschitzian are equivalent in a finite-dimensional normed space. However, there is

a functionally uniformly lipschitzian map whose fixed point set free, so we inves-

tigate some fixed point theorems for a functionally uniformly lipschitzian selfmap

and improve definitions of a functionally lipschitzian selfmap and a functionally

uniformly lipschitzian selfmap in more general spaces.

According to the above observation, if we have finitely many �-contractions

and j-nonexpansive maps on a locally convex space, then the sum of those maps

is similar to a functionally lipschitzian map, so a concept of a map j can be nat-

urally replaced by a multi-valued map J to obtain more general, yet interesting,

notions of J-contractions and J-nonexpansive maps (Definition 3.8 and Defini-

tion 3.1, respectively). Therefore, in this dissertation, we present main concepts

of J-contractions and J-nonexpansive maps on a uniform space generated by a

collection of pseudometrics which generalize �-contractions and j-nonexpansive
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maps, respectively, aim to correct and simplify the proof of Theorem 1 in [2], and

investigate the existence of a fixed point of J-contractions and J-nonexpansive

maps. Furthermore, a J-contraction which is a special kind of a J-nonexpansive

map plays a similar role as a contraction in yielding the uniqueness of fixed points

and we are able to recover results of a �-contraction in [1].

In 1973 [4], Bruck’s result showed that if X is a weakly compact convex subset

of a Banach space and T : X ! X is a nonexpansive selfmap satisfying the condi-

tional fixed point property, then the fixed point set of T is a nonexpansive retract

of X. Later in 2001 [3], Benavides and Ramirez improved Bruck’s result to include

a larger class of asymptotically nonexpansive and weakly asymptotically nonex-

pansive selfmaps. A benefit of these Bruck-type results is a connection between

the fixed point set and the domain of the map that results in some topological

structures such as connectedness and contractibility of the fixed point set.

In 2009 [6], Chaoha and Atiponrat gave a notion of virtually stable selfmaps

on a Hausdor↵ space generalizing a nonexpansive-type selfmap. They also gave

the connection between the fixed point set and the convergence set of a virtually

stable selfmap via a retraction.

Although the concept of being J-nonexpansive is developed by using the con-

cept of being functionally uniformly lipschitzian which is a su�cient condition

for weak virtual stability, a J-nonexpansive selfmap may not be virtually stable,

so we would like to investigate some su�cient conditions for a J-nonexpansive

selfmap to be virtually stable.

In this dissertation, we will recall some backgrounds in topology, functional

analysis and fixed point theory in the second chapter. Then, in Chapter 3, we

introduce notions of J-nonexpansive selfmaps and J-contraction selfmaps on a

uniform space whose uniformity is generated by a saturated collection of pseu-
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dometrics, and present interesting results of fixed point theorems under various

conditions, and hence, our results cover Angelov’s results in [1] and [2]. Fur-

thermore, a notion of a functionally uniformly lipschitzian selfmap with respect

to the sequence on a normed space, which generalizes a functionally uniformly

lipschitzian selfmap, is introduced and fixed point theorems of a functionally uni-

formly lipschitzian selfmap with respect to the sequence are given. Then we also

show that every functionally uniformly lipschitzian selfmap with respect to the

sequence is a J-contraction, so it is J-nonexpansive. In Chapter 4, criteria for a

selfmap to be J-nonexpansive on a Banach space having a normalized Schauder

basis are given. Finally, in Chapter 5, we give some su�cient conditions for J-

nonexpansive selfmaps to be virtually stable. Since a Hausdor↵ uniform spaces is

completely regular, by Theorem 2.6 in [6], we immediately obtain that the fixed

point set of a J-nonexpansive selfmap is a retract of its convergence set. As the

result, we obtain some explicit examples of functionally uniformly lipschitzian

selfmaps with respect to the sequence including the one in Example 5.5 that is

not nonexpansive and hence falls outside the framework of Bruck in [4].



CHAPTER II

PRELIMINARIES

In this chapter, we recall and collect some definitions, propositions and theorems

used in this dissertation.

2.1 Topological Spaces

Definition 2.1. A topology on a set X is a collection T of subset of X having

the following properties:

1. ? and X are in T ,

2. the union of the elements of any subcollection of T is in T ,

3. the intersection of the elements of any finite subcollection of T is in T .

A topological space is an ordered pair (X, T ) consisting of a set X and a

topology T on X, but we often omit specific mention of T if no confusion will

arise.

Definition 2.2. Let Y be a subset of a topological space (X, TX). We define the

topology TY on Y by TY = {A \ Y ✓ Y : A 2 TX} and call it the subspace

topology of Y .

Definition 2.3. Let (X, T ) be a topological space and O a subset of X. We say

that

1. O is open if O belongs to the collection T .
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2. O is closed if X �O is open.

3. For x 2 X, O is a neighborhood of x if O is an open set containing x.

Definition 2.4. Let (X, T ) be a topological space and A ✓ X. The closure of

A is defined as the intersection of all closed sets (in X) containing A. The closure

of A is denoted by A.

Note that : A is the smallest closed set containing A.

Definition 2.5. If X is a set, a basis for a topology on X is a collection B of

subsets of X (called basis elements) such that

1. for each x 2 X, there is at least one basis element B containing x.

2. if x belongs to the intersection of two basis elements B1 and B2 , then there

is a basis element B3 containing x such that B3 ✓ B1 \ B2.

If B satisfies these two conditions, then we define the topology T generated by

B as follows: A subset O of X is said to be open in X (that is, to be an element

of T ) if for each x 2 O, there is a basis element B 2 B such that x 2 B ✓ O.

Equivalently, T is the collection of all unions of basis elements.

Definition 2.6. A subbasis S for a topology on X is a collection of subset of X

whose union equals X. The topology generated by the subbasis S is defined

to be the collection T of all unions of finite intersections of elements of S

Note that the collection of all finite intersection of elements of S is a basis for

a topology T .

Definition 2.7. A metric on a nonempty set X is a mapping

d : X ⇥X ! R
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having the following properties :

1. d(x, y) � 0 for all x, y 2 X; the equality holds if and only if x = y.

2. d(x, y) = d(y, x) for all x, y 2 X.

3. (Triangle inequality) d(x, z)  d(x, y) + d(y, z), for all x, y, z 2 X.

Given x 2 X and ✏ > 0, consider the set

Bd(x, ✏) = {y 2 X : d(x, y) < ✏}.

It is called the ✏-ball centered at x. Sometimes we omit the metric d from the

notation and write this ball simply as B(x, ✏), when no confusion will arise.

Example 2.8. Let d : R⇥R ! R be defined by d(x, y) = |x� y| for all x.y 2 R.

Then d is a metric on R. Now we say that d is a euclidean metric on R, denoted

by dE.

Definition 2.9. If d is a metric on the set X, then the collection of all ✏-balls

Bd(x, ✏), for x 2 X and ✏ > 0, is a basis for a topology on X, called the metric

topology induced by d.

Definition 2.10. If X is a topological space, X is said to be metrizable if there

exists a metric d on X that induces the topology of X. A metric space (X, d)

is a metrizable space X together with a specific metric d that gives the topology

of X.

Definition 2.11. A filter on a set X is a nonempty collection F of nonempty

subsets of X such that the followings are true:

1. if F1, F2 2 F , then F1 \ F2 2 F ,

2. if F 2 F and F ✓ G, then G 2 F .



9

Definition 2.12. A filter base on a setX is a nonempty collection C of nonempty

subsets of X such that if U1, U2 2 C, then there exists U3 2 C such that U3 ✓

U1 [ U2. Then F = {F ✓ X : 9U 2 C with U ✓ F} is a filter, and F is called

the filter generated by the filter base C.

Definition 2.13. Suppose F is a filter on a topological space X and x 2 X.

We say F converges to x if Nx ✓ F where Nx is the family of all neighborhoods

of x and we say x is a cluster point of F if x 2
T
{F : F 2 F}.

Definition 2.14. A relation  on a set A is called a partial order relation if

the following conditions hold for all ↵, �, � 2 A

1. ↵  ↵.

2. If ↵  � and �  ↵, then ↵ = �.

3. If ↵  � and �  �, then ↵  �.

A directed set J is a set with a partial order  such that for each pair ↵, � of

elements of J , there exists an element � of J having the property that ↵  � and

�  �.

Example 2.15. N with a partial order  is a directed set.

Definition 2.16. Let X be a topological space. A net in X is a function f from

a directed set ⇤ to X. If ↵ 2 ⇤, we usually denote f(↵) by x↵. We denote the

net f itself by symbol (x↵)↵2⇤, or merely by (x↵) if the index set is understood.

Moreover if ⇤ = N, then (xn)n2N is called a sequence.

The net (x↵) is said to converge to the point x of X(written x↵ ! x) if for

each neighborhood U of x, there exists � 2 ⇤ such that for all � � �, then x� 2 U .
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Definition 2.17. Suppose that F is a filter on a set X. We define

⇤F := {(x, F ) : x 2 F 2 F}

and (x, F )  (y,G) if and only if G ✓ F for any (x, F ), (y,G) 2 ⇤F . Since F is

a filter, (⇤F ,) is a directed set. We defined (x, F ) 7�! x is the net generated

by the filter F .

Definition 2.18. Suppose that (x↵)↵2⇤ is a net in a set X. We define

Tµ := {x� : � � µ}.

Since ⇤ is a directed set, {T↵ : ↵ 2 ⇤} is a filter base. The filter generated by this

filter base is called the filter generated by the net (x↵)↵2⇤

Theorem 2.19. Let F be a filter on a topological space X, (x↵)↵2⇤ a net in X,

and x 2 X.

1. F converges to x if and only if the net generated by the filter F converges

to x.

2. (x↵)↵2⇤ converges to x if and only if the filter generated by the net (x↵)↵2⇤

converges to x.

Definition 2.20. Let (X, d) be a metric space. A sequence (xn) of points of X is

said to be a Cauchy sequence in (X, d) if it has the property that given ✏ > 0,

there is an integer N such that

d(xn, xm) < ✏ whenever n,m � N .

The metric space (X, d) is said to be complete if every Cauchy sequence in X

converges to some point in X.
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Example 2.21. Let X be a metric space.

Every convergent sequence in X is necessarily a Cauchy sequence.

Definition 2.22. A topological space X is said to be Hausdor↵ if each pair

x, y of distinct points of X, there exist disjoint open sets containing x and y,

respectively.

Definition 2.23. Suppose that one-point sets are closed in X. Then X is said

to be regular if for each pair consisting of a point x and a closed set B disjoint

from x, there exist disjoint open sets containing x and B, respectively.

Definition 2.24. Suppose that one-point sets are closed in X. Then X is said

to be completely regular if for each pair consisting of a point x and a closed

set B disjoint from x, there exists a continuous mapping f : X ! [0, 1] such that

f(x) = 0 and f(y) = 1 for every y 2 B.

Remark 2.25. Every regular space is Hausdor↵, and a completely regular space

is regular.

Example 2.26. Every metric space is completely regular.

Definition 2.27. Let X and Y be topological spaces.

A mapping T : X ! Y is said to be continuous if for each open subset V of Y ,

the set T�1(V ) = {x 2 X : T (x) 2 V } is an open subset of X.

Theorem 2.28. [10, pp. 104] Let X and Y be topological spaces; let T : X ! Y .

Then the followings are equivalent:

1. T is continuous;

2. For every open set C of Y , the set T�1(C) is open in X;

3. For every subset A of X, one has T (A) ✓ T (A);
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4. For every closed set B of Y , the set T�1(B) is closed in X;

5. For each x 2 X and each neighborhood V of T (x), there is a neighborhood

U of x such that T (U) ✓ V .

If the condition 5 holds for the point x of X, we say that T is continuous at

the point x.

Definition 2.29. Let X be a Hausdor↵ space and T : X ! X a continuous

mapping. We say that

1. F (T ) = {x 2 X : Tx = x} is the fixed point set of T .

2. C(T ) = {x 2 X : the sequence (T nx) converges} is the convergence set

of T .

When F (T ) 6= ?, let T1 : C(T ) ! F (T ) be defined by T1x = limn!1T nx for

all x 2 C(T ).

Definition 2.30. [6] Let X be a nonempty Hausdor↵ space and T : X ! X a

continuous mapping. A fixed point x of T is said to be virtually T -stable if for

each neighborhood U of x, there exist a neighborhood V of x and an increasing

sequence (kn) of positive integers such that T kn(V ) ✓ U for all n 2 N. We simply

call T virtually stable if every fixed point of T is virtually T -stable.

Definition 2.31. Let X be a topological space and A ⇢ B ✓ X. A continuous

map r : B ! A is called a retraction if for each a 2 A, r(a) = a and A is called

a retract of B if there exists a retraction from B onto A.

Theorem 2.32. [6] Suppose that X is a regular space and T : X ! X a selfmap

with F (T ) 6= ?. If T is a virtually stable, then T1 is continuous, so the fixed

point set of T is a retract of the convergence set of T .
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2.2 Uniform Spaces

Definition 2.33. [11] Let X be a set and W a filter on X ⇥ X. We say that

the filter W defines a uniformity (or uniform structure) on X if W satisfies

these axioms :

• Each W 2 W contains the diagonal � where � = {(x, x) : x 2 X}.

• W 2 W implies W�1 2 W where W�1 = {(y, x) : (x, y) 2 W}.

• For each W 2 W , there exists V 2 W such that V � V ✓ W where V � V =

{(x, z) : 9y 2 X, (x, y) 2 V and (y, z) 2 V }.

Each W 2 W being called a vicinity of the uniformity.

Let x 2 X,W 2 W and Bx(W ) = {y 2 X : (x, y) 2 W}. Then TW is

a topology generated by a neighborhood base B = {Bx(W ) : W 2 W} at x.

The space (X,W), endowed with the topology TW , is called a uniform space.

A topological space X is uniformisable if its topology can be derived from a

uniformity on X. In general, a uniformity is not unique.

Theorem 2.34. [11] A Hausdor↵ topological space is uniformisable if and only if

it is completely regular.

Definition 2.35. Let X and Y be uniform spaces. A mapping T : X ! Y is

uniformly continuous if for each vicinity V of Y , there exists a vicinity U of X

such that (x, y) 2 U implies (Tx, Ty) 2 V .

A filter F on a subset X of a uniform space E is a Cauchy filter if, for each

vicinity V , there exists F 2 F such that F ⇥ F ✓ V . A net (x↵)↵2⇤ in X is a

Cauchy net if, for each vicinity V , there exists � 2 ⇤ such that for any �, � � �,

(x�, x�) 2 V . If each Cauchy filter (or Cauchy net) converges to an element of X

then X is called a complete subset of E.
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If each Cauchy sequence in X converges to an element of X, then X is called

a sequentially complete subset of E.

Definition 2.36. A pseudometric on a nonempty set X is a mapping

d : X ⇥X ! R

having the following properties :

1. d(x, y) � 0 for all x, y 2 X.

2. d(x, y) = d(y, x) for all x, y 2 X.

3. (Triangle inequality) d(x, z)  d(x, y) + d(y, z), for all x, y, z 2 X.

Definition 2.37. Suppose A is an index set and A = {d↵ : ↵ 2 A and d↵ is a

pseudometric on X}. Let ✏ > 0,↵ 2 A, and W↵(✏) = {(x, y) 2 X⇥X : d↵(x, y) <

✏}. Then we have WA = {W↵(✏) : ↵ 2 A and ✏ > 0} is a uniformity on X and

TWA is a topology on X. The space (X,A), endowed with the topology TWA , is

called a uniform space whose uniformity is generated by a collection A

of pseudometrics.

A collection A is saturated if 8↵ 2 A, d↵(x, y) = 0 implies x = y for any

x, y 2 X.

Proposition 2.38. Let (X,A) be a uniform space whose uniformity is generated

by a collection A = {d↵ : ↵ 2 A} of pseudometrics indexed by A. Then (xn) is a

Cauchy sequence if and only if for all ✏ > 0, ↵ 2 A, there exists N 2 N such that

for any m,n � N , d↵(xm, xn) < ✏.

2.3 Vector Spaces

Definition 2.39. A set X is called a vector space (or a linear space) over R

if we have a mapping + from X⇥X to X and a mapping · from R⇥X to X that
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satisfy the following conditions :

1. x+ y = y + x for all x, y 2 X.

2. (x+ y) + z = x+ (y + z) for all x, y, z 2 X.

3. There is a vector 0 2 X such that x+ 0 = x for all x 2 X.

4. �(x+ y) = �x+ �y for all � 2 R and x, y 2 X.

5. (�+ µ)x = �x+ µx for all �, µ 2 R and x 2 X.

6. �(µx) = (�µ)x for all �, µ 2 R and x 2 X.

7. 0 · x = 0 and 1 · x = x for all x 2 X.

We call + addition and · multiplication by scalars. Suppose that Y is a nonempty

subset of X. We say that Y is a subspace of X if for any x, y 2 Y and ↵, � 2 R,

↵x+ �y belongs to Y .

Definition 2.40. A mapping k·k from a vector space X to R is called a norm

on X if

1. kxk � 0 for all x 2 X; the equality holds if and only if x = 0.

2. kx+ yk  kxk+ kyk for all x, y 2 X.

3. k↵xk = |↵| kxk for all ↵ 2 R and x 2 X.

We callX with a norm k·k, a normed space (or normed vector space), denoted

by (X, k·k).

Proposition 2.41. Let (X, k·k) be a normed spaces and dk·k : X ⇥ X ! R be

defined by dk·k(x, y) = kx� yk. Then dk·k is a metric on X, so (X, dk·k) is a

metric space. Therefore every normed space is a metric space.
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Example 2.42. For 0 < p < 1, `p = {(xn) ✓ R :
P1

i=1 |xi|p < 1} and

k·kp : `p ! R be defined by k(xn)kp = (
P1

i=1 |xi|p)
1
p . Thus `p is a vector space

(over R) and k·kp is a norm on `p. So, `p with this norm is a normed space.

Definition 2.43. A normed space (X, k·k) is a Banach space if (X, dk·k) is a

complete metric space. If (xn) is a sequence in X, the series
P1

i=1 xi (or
P

xn) is

said to be summable if a sequence of partial sums (
Pn

i=1 xi) converges to some

point in X, and it is called absolutely summable if
P

kxnk < 1.

Theorem 2.44. [8, pp. 152] A normed space X is complete if and only if every

absolutely summable series in X is summable.

Example 2.45. For any 1  p < 1, `p is complete and hence `p is a Banach

space.

Definition 2.46. Let X and Y be normed vector spaces and T : X ! Y . We

say that T is a linear mapping or linear operator if for each x, y 2 X and

↵, � 2 R, T (↵x + �y) = ↵T (x) + �T (y). In particular, if Y = R, we call T a

linear functional.

A linear mapping T is called bounded if there exists C > 0 such that for all

x 2 X, kT (x)k  C kxk .

Proposition 2.47. [8, pp. 153] If X and Y are normed vector spaces and T :

X ! Y a linear mapping, the followings are equivalent :

1. T is continuous;

2. T is continuous at 0;

3. T is bounded.
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Definition 2.48. If X and Y are normed vector spaces, we denote the space of

all bounded linear mappings from X to Y by L(X, Y ). Thus L(X, Y ) is a vector

space. Let k·k : L(X, Y ) ! R be defined by

kTk = sup{kT (x)k : x 2 X and kxk = 1}

= sup{kT (x)kkxk : x 2 X and x 6= 0},

for all T 2 L(X, Y ). Then k·k is a norm on L(X, Y ) and called the operator

norm. Hence, L(X, Y ) with the operator norm is a normed vector space. In

particular, The space L(X,R) of bounded linear functionals on X is called the

dual space of X and denoted by X⇤.

Remark 2.49. Every dual space of a normed vector space with the operator

norm is a Banach space.

Example 2.50. Let 1  p < 1 and q 2 R such that 1
p
+ 1

q
= 1.

Then the dual space of `p is isometrically isomorphic to `q; i.e., for each f 2 (`p)⇤

there exists (xn) 2 `q such that f(yn) =
P

xnyn for all (yn) 2 `p and kfk =

k(xn)kq.

Definition 2.51. Let A be a subset of a vector space. A is convex if for all

x, y 2 A and ↵ 2 (0, 1), ↵x+ (1� ↵)y belongs to A.

Definition 2.52. A mapping p(·) from a vector space X to R is called a semi-

norm if

1. p(x) � 0 for all x 2 X.

2. p(x+ y)  p(x) + p(y) for all x, y 2 X.

3. p(↵x) = |↵|p(x) for all ↵ 2 R and x 2 X.
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Proposition 2.53. Let dp : X ⇥X ! R be defined by dp(x, y) = p(x� y). Then

dp is a pseudometric on X induced by the seminorm p.

Definition 2.54. Let (X, d) and (Y, ⇢) be metric spaces and T : X ! Y .

Then T is said to be

1. nonexpansive if ⇢(Tx, Ty)  d(x, y) for any x, y 2 X;

2. quasi-nonexpansive if T (X) ✓ X ✓ Y , and ⇢(Tx, p)  d(x, p) for any

x 2 X and p 2 F (T );

3. lipschitzian if there is k � 0 such that ⇢(Tx, Ty)  kd(x, y) for any x, y 2

X;

4. uniformly lipschitzian if T (X) ✓ X ✓ Y and there is k � 0 such that

⇢(T nx, T ny)  kd(x, y) for any x, y 2 X and n 2 N;

5. contraction if if there is k 2 (0, 1) such that ⇢(Tx, Ty)  kd(x, y) for any

x, y 2 X.

2.4 Locally Convex Spaces and The Weak Topology

Proposition 2.55. [9, pp. 203] Let X be a set and let F be a family of maps and

{(Yf , Tf ) : f 2 F} a family of topological spaces such that each f 2 F maps X

into the corresponding Yf . Then there is the smallest topology for X with respect

to which each member of F is continuous. That is, there is a unique topology TF

for X such that the followings hold :

1. For each f 2 F , f is a continuous mapping from (X, TF) into (Yf , Tf ).

2. If T is any topology for X such that for each f 2 F , f is a continuous

mapping from (X, T ) into (Yf , Tf ), then TF ✓ T .
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The topology TF has {f�1(U) : f 2 F , U 2 Tf} as a subbasis, and it is called the

weak topology on X induced by F .

Definition 2.56. Let A be a collection of seminorms on a vector space X. If

the collection of pseudometrices induced by all seminorms in A is saturated, then

X equipped with the weak topology on X induced by A (or (X,A)) is a locally

convex space generated by A .

Proposition 2.57. Every locally convex space generated by a collection A of semi-

norms is a Hausdor↵ uniform space generated by the collection of pseudometrics

induced by all seminorms in A.

Definition 2.58. Let X be a normed space. Then the weak topology on X is

the weak topology induced by the dual space of X and the strong topology on

X is the topology induced by its norm.

Example 2.59. LetX be an infinite-dimensional normed space. ThenX equipped

with the weak topology (or (X,X⇤)) is a non-metrizable locally convex space.

Example 2.60. Let X be a normed space, f 2 X⇤, and a function k · kf : X !

[0,1) defined by

kxkf = |f(x)|, for any x 2 X.

Then k · kf is a seminorm on X and a function df (·, ·) : X ⇥X ! [0,1) defined

by df (x, y) = kx � ykf for any x, y 2 X is a pseudometric on X. Hence (X,X⇤)

is a uniform space generated by a collection of pseudometrics.

Definition 2.61. Let Y be a subset of a normed space X. The weak topology

on Y is a subspace topology of the weak topology on X

Theorem 2.62. [9, pp. 215] Let X be a normed space. If X has finite dimension,

the weak topology and strong topology are the same.
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Remark 2.63. [9, pp. 212] The weak topology on a normed space is completely

regular.

Definition 2.64. Let X be a normed space and O a subset of X. We say that

1. O is weakly open if O belongs to the weak topology.

2. O is weakly closed if X �O is weakly open.

3. For x 2 X, O is a weak neighborhood of x if O is a weak open set

containing x.

Definition 2.65. Let X and Y be normed spaces. A mapping T : X ! Y is said

to be weakly continuous (or weak-to-weak continuous) if for each weakly

open subset V of Y , the set T�1(V ) is a weakly open subset of X.

Theorem 2.66. Let X and Y be normed spaces. A mapping T : X ! Y is weakly

continuous if and only if for any f 2 Y ⇤, f � T is a weakly continuous functional.

Definition 2.67. Let X be a normed space and T : X ! X a weakly continuous

mapping. A fixed point x of T is said to be weakly virtually T -stable if for

each weak neighborhood U of x, there exist a weak neighborhood V of x and an

increasing sequence (kn) of positive integers such that T kn(V ) ✓ U for all n 2 N.

We simply call T weakly virtually stable if every fixed point of T is weakly

virtually T -stable.

Proposition 2.68. [9, pp. 212] A linear functional on a normed space is contin-

uous with respect to the weak topology if and only if it is continuous with respect

to the metric induced by its norm.

Definition 2.69. Let X be a subset of a normed space E and T : X ! X. We

say that
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1. T is functionally lipschitzian if for each f 2 E⇤ there exist N 2 N and

g1, g2, . . . , gN 2 E⇤ such that

kTx� Tykf 
NX

i=1

kx� ykgi ,

for any x, y 2 X.

2. T is functionally uniformly lipschitzian if for each f 2 E⇤ there exist

N 2 N and g1, g2, . . . , gN 2 E⇤ such that

kT kx� T kykf 
NX

i=1

kx� ykgi ,

for any x, y 2 X and k 2 N.

Proposition 2.70. [12] Every functionally lipschitzian selfmap is weakly continu-

ous and every functionally uniformly lipschitzian selfmap is weakly virtually stable

with respect to the sequence of all natural numbers.

Definition 2.71. [9] A sequence (xn) in an infinite-dimensional Banach space X

is a Schauder basis for X if for each x in X there is a unique sequence (↵n) of

scalars such that x =
P

n ↵nxn.

Example 2.72. Let i 2 N and ei = (0, 0, . . . , 0,

ithz}|{
1 , 0, . . . ). Then ei 2 `p for all

1 < p < 1 and a sequence (en) in `p is a Schauder basis for `p for all 1 < p < 1.

Theorem 2.73. [9, pp. 351] If (xn) is a Schauder basis for an infinite-dimensional

Banach space, then kxnk�1 xn is a Schauder basis for the space, so there is a

Schauder basis (en) such that keik = 1 for any i 2 N.

Definition 2.74. Let X be a Banach space. We say that X has a normalized

Schauder basis if there is a Schauder basis (en) for X such that keik = 1 for

any i 2 N.
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Definition 2.75. Let X be an infinite-dimensional Banach space with a Schauder

basis (xn). For each positive integer m, the mth coordinate functional x⇤
m for

(xn) is the mapping
P

n ↵nxn 7�! ↵m from X into R.

Theorem 2.76. [9] Each coordinate functional associated with a basis for a Ba-

nach space is a continuous linear functional.



CHAPTER III

FIXED POINT THEOREMS

In this chapter, new kinds of selfmaps on a uniform space and fixed point theorems

for those maps are presented. For any set S, we will use Pf (S) and |S| to denote

the set of all nonempty finite subsets of S and the cardinality of S, respectively.

Let (E,A) be a Hausdor↵ uniform space whose uniformity is generated by a

saturated collection of pseudometrics A = {d↵ : ↵ 2 A} indexed by A, ? 6= X ✓

E, and J : A ! Pf (A). The definition of a J-nonexpansive map is given as

follows :

Definition 3.1. A selfmap T : X ! X is said to be J-nonexpansive if for each

↵ 2 A,

d↵(Tx, Ty) 
X

�2J(↵)

d�(x, y),

for any x, y 2 X.

Proposition 3.2. Every functionally lipschitzian selfmap on a subset X of a

normed space Y is J-nonexpansive on X equipped with the weak topology.

Proof. Since T is functionally lipschitzian, for each f 2 Y ⇤, there are n 2 N and

g1, g2, . . . , gn 2 Y ⇤ such that

|f(Tx� Ty)| = kTx� Tykf 
nX

i=1

kx� ykgi =
nX

i=1

|gi(x� y)|,

for any x, y 2 X. Then Y is a uniform space generated by a collection A = {|f | :

f 2 Y ⇤} where |f |(x, y) = |f(x�y)| for any x, y 2 Y . By letting J : Y ⇤ ! Pf (Y ⇤)

be defined by J(f) = {g1, g2, . . . , gn} for each f 2 Y ⇤, it follows that T is J-

nonexpansive.
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Following the above proposition, we obtain many examples of J-nonexpansive

maps.

Example 3.3. Let 1 < p < 1, E = `p equipped with the weak topology, and

T : `p ! `p be defined by

T (x1, x2, . . . ) =

✓
|x1 + x3|

3
,
|x2 + x4|

3
, x3, x4, . . .

◆
,

for any (x1, x2, . . . ) 2 `p. Then A = {|f | : f 2 `⇤p}.

By example 2.8 in [12], T is functionally lipshitzian, so it is J-nonexpansive.

However, we directly show that

|f(Tx� Ty)| 
����
kfk
3

(x1 � y1 + x3 � y3)

����+
����
kfk
3

(x2 � y2 + x4 � y4)

����

+ |kfk(x1 � y1)|+ |kfk(x2 � y2)|+ |f(x� y)|,

for each f 2 `⇤p, x = (x1, x2, . . . ) 2 `p and y = (y1, y2, . . . ) 2 `p.

By letting J : `⇤p ! Pf (`⇤p) be defined by J(f) = {f, g1, g2, g3, g4}, for each

f 2 `⇤p, where

g1(x) =
kfk
3

(x1 + x3), g2(x) =
kfk
3

(x2 + x4), g3(x) = kfkx1, g4(x) = kfkx2,

for each x = (x1, x2, . . . ) 2 `p, it follows that T is J-nonexpansive.

The above definition of a J-nonexpansive map clearly extends the definition

of a j-nonexpansive map in [2]. Before giving general existence criteria of fixed

points for a J-nonexpansive selfmap, we need the following notations. For each

↵ 2 A and n 2 N, we let

An(↵) = {(↵1, . . . ,↵n) : ↵1 2 J(↵) and ↵k 2 J(↵k�1) for 1 < k  n}

and

A(↵) = {(↵1,↵2, . . . ) : ↵1 2 J(↵) and ↵k 2 J(↵k�1) for k > 1}.
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When there is no ambiguity, we will denote an element of both An(↵) and A(↵)

simply by (↵k). Notice that for each ↵ 2 A and n 2 N, the sets An(↵) and

⇡n(A(↵)) are finite, where ⇡n denotes the n-th coordinate projection (↵k) 7! ↵n.

Lemma 3.4. Every J-nonexpansive map is continuous.

Proof. Suppose T : X ! X is J-nonexpansive. Let x 2 X, (x�)�2⇤ be a net in X

converging to x, ✏ > 0, and ↵ 2 A. Since (x�) converges to x, there exists ⌘ 2 ⇤

such that for all � � ⌘ and � 2 J(↵), d�(x�, x) <
✏

|J(↵)| . Then we have

d↵(Tx�, Tx) 
X

�2J(↵)

d�(x�, x) < ✏,

and hence T is continuous.

An equivalent definition of a fixed point for a J-nonexpansive selfmap is shown

in the next theorem.

Theorem 3.5. Let T : X ! X be J-nonexpansive whose A(↵) is finite for any

↵ 2 A. Then T has a fixed point in X if and only if there exists x0 2 X such that

(i) the sequence (T nx0) has a convergent subsequence, and

(ii) for each ↵ 2 A and (↵k) 2 A(↵), limn!1 d↵n(x0, Tx0) = 0.

Proof. ()): It is obvious by letting x0 be a fixed point of T .

((): Suppose that (T nix0) converges to some z 2 X. Let ↵ 2 A and (↵k) 2 A(↵).

Then limi!1 d↵(z, T nix0) = 0 and limn!1 d↵n(x0, Tx0) = 0. We can choose

N 2 N su�ciently large so that d↵(z, T nix0) < ✏ and d↵ni
(x0, Tx0) < ✏, for all

i � N . It follows that

d↵(z, T
ni+1x0)  d↵(z, T

nix0) + d↵(T
nix0, T

ni(Tx0))

 d↵(z, T
nix0) +

X

(↵k)2Ani (↵)

d↵ni
(x0, Tx0)


⇣
1 + |A(↵)|

⌘
✏.
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Since ↵ is arbitrary, (T ni+1x0) converges to z. By the continuity of T , we have

T (T nx0) converges to Tz, so z = Tz and hence z is a fixed point of T .

As a corollary of the previous theorem, we immediately obtain Theorem 1 in

[2], with a corrected and simplified proof, as follows :

Corollary 3.6 (Theorem 1 in [2]). Let T : X ! X be a j-nonexpansive map. If

there exists x0 2 X such that

(i) the sequence (T nx0) has a convergent subsequence, and

(ii) for every ↵ 2 A, limn!1 djn(↵)(x0, Tx0) = 0,

then T has a fixed point.

Proof. Follows directly from the previous theorem by considering the map J :

↵ 7! {j(↵)}. Notice that A(↵) = {(jn(↵))} which is finite.

We now consider a special kind of J-nonexpansive maps. Let � denote the

family of all functions � : [0,1) ! [0,1) satisfying the following conditions :

(�1) � is non-decreasing and continuous from the right, and

(�2) �(t) < t for any t > 0.

Notice that �(0) = 0, and we will call � 2 � subadditive if �(t1+t2)  �(t1)+�(t2)

for all t1, t2 � 0. For a subfamily {�↵}↵2A of �, ↵ 2 A, (↵k) 2 An(↵) and i  n,

we let

�i
(↵k)

= �↵1 � · · · � �↵i .

Example 3.7. Let c 2 (0,1) and � : [0,1) ! [0,1) be defined by �(t) = ct.

Then � is non-decreasing, continuous from the right, and subadditive. If c 2 (0, 1),

then � 2 �.
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Definition 3.8. A selfmap T : X ! X is said to be a J-contraction if for each

↵ 2 A, there exists �↵ 2 � such that

d↵(Tx, Ty) 
X

�2J(↵)

�↵(d�(x, y)),

for any x, y 2 X, and �↵ is subadditive whenever |J(↵)| > 1.

Clearly, a �-contraction as defined in [1] is a J-contraction and a J-contraction

is always J-nonexpansive. A natural example of a J-contraction can be obtained

by adding (finitely many) appropriate �-contractions as shown in the following

example.

Example 3.9. Given two �-contractions T1 : X ! X and T2 : X ! X. Then

there exist j1, j2 : A ! A, and for each ↵ 2 A, there exist �1,↵,�2,↵ 2 � such that

d↵(T1x, T1y)  �1,↵(dj1(↵)(x, y)) and d↵(T2x, T2y)  �2,↵(dj2(↵)(x, y)),

for any ↵ 2 A and x, y 2 X. If for each ↵ 2 A, j1(↵) 6= j2(↵) and there is

a subadditive �3,↵ 2 � so that �1,↵(t)  �3,↵(t) and �2,↵(t)  �3,↵(t) for any

t � 0, then the map H = T1 + T2 is clearly a J-contraction with respect to

J(↵) = {j1(↵), j2(↵)} and �H,↵ = �3,↵ for any ↵ 2 A.

Considering the iterative sequence of a J-contraction T , because of the multi-

valued map J , the sequence (T n) is very complicated, so a useful lemma which

simplifies T n by a notion �n�1
(↵k)

is shown in the next lemma.

Lemma 3.10. If T : X ! X is a J-contraction. then we have

d↵(T
nx, T ny) 

X

(↵k)2An(↵)

�↵ � �n�1
(↵k)

(d↵n(x, y)),

for any ↵ 2 A, n � 2 and x, y 2 X.
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Proof. Recall that �↵ is assumed to be subadditive whenever |J(↵)| > 1. Then,

for any ↵ 2 A, n � 2 and x, y 2 X, we clearly have

d↵(T
nx, T ny) 

X

↵12J(↵)

�↵(d↵1(T
n�1x, T n�1y))


X

↵12J(↵)

�↵(
X

↵22J(↵1)

�↵1(d↵2(T
n�2x, T n�2y)))


X

↵12J(↵)

X

↵22J(↵1)

�↵ � �↵1(d↵2(T
n�2x, T n�2y))

...


X

↵12J(↵)

X

↵22J(↵1)

· · ·
X

↵n2J(↵n�1)

�↵ � �↵1 � · · · � �↵n�1(d↵n(x, y))

=
X

(↵k)2An(↵)

�↵ � �n�1
(↵k)

(d↵n(x, y)).

A general criterion for the existence of fixed points of a J-contraction self-

map is obtained in the next theorem. Moreover, a condition which guarantees a

uniqueness of a fixed point is given, so a J-contraction plays a similar role as a

contraction in yielding the uniqueness of a fixed point.

Theorem 3.11. Suppose X is sequentially complete and T : X ! X is a J-

contraction whose A(↵) is finite for any ↵ 2 A. If T satisfies the following

conditions :

(i) for each ↵ 2 A, there exists c↵ 2 � such that

�↵i(t)  c↵(t),

for any (↵k) 2 A(↵), i 2 N, t � 0, and

(ii) there exists x0 2 X such that for each ↵ 2 A, (↵k) 2 A(↵), i 2 N and

n,m 2 N, we have

d↵i(T
nx0, T

mx0)  M↵(x0),
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for some M↵(x0) 2 R,

then T has a fixed point. Moreover, if for each ↵ 2 A and x, y 2 X, there exists

F↵(x, y) 2 R+
0 such that

d↵i(x, y)  F↵(x, y),

for all (↵k) 2 A(↵) and i 2 N, then the fixed point of T is unique.

Proof. For each ↵ 2 A and n,m,N 2 N, since �↵ is non-decreasing, we have

d↵(T
nx0, T

mx0) 
X

↵12J(↵)

�↵(d↵1(T
n�1x0, T

m�1x0))


X

↵12J(↵)

�↵(sup{d↵1(T
n�1x0, T

m�1x0) : n,m � N}),

since �↵ is non-decreasing, and by letting h↵
N := sup{d↵(T nx0, Tmx0) : n,m � N},

it follows that

h↵
N 

X

↵12J(↵)

�↵(sup{d↵1(T
n�1x0, T

m�1x0) : n,m � N})

=
X

↵12J(↵)

�↵(h
↵1
N�1)


X

↵12J(↵)

X

↵22J(↵1)

�↵(�↵1(h
↵2
N�2))

...


X

(↵k)2AN�1(↵)

�↵ � �N�1
(↵k)

(h↵N�1
1 )


X

(↵k)2AN�1(↵)

cN↵ (M↵(x0))

 |A(↵)|cN↵ (M↵(x0)). (⇤)

Since 0  cN↵ (t) = c↵(cN�1
↵ (t)) < cN�1

↵ (t) for any t � 0, there exists r↵ � 0,

limN!1 cN↵ (t) = r↵. Because c↵ is right continuous, we have limN!1 c↵(cN�1
↵ (t)) =

c↵(r↵), and hence c↵(r↵) = r↵. Therefore, r↵ = 0.
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By (*), it follows that limN!1 h↵
N = 0.

Since ↵ is arbitrary, (T kx0) is a Cauchy sequence, and by sequential complete-

ness, converges to some z 2 X. Notice also that z must be a fixed point of T by

continuity.

Now suppose that for each x, y 2 X and ↵ 2 A, there exists F↵(x, y) 2 R+
0

such that d↵i(x, y)  F↵(x, y) for all (↵k) 2 A(↵) and i 2 N. If x, y are fixed

points of T , then by Lemma 3.10, we have for each ↵ 2 A and n 2 N,

d↵(x, y) = d↵(T
nx, T ny)


X

(↵k)2An(↵)

�↵ � �n�1
(↵k)

(d↵n(x, y))


X

(↵k)2An(↵)

cn↵(d↵n(x, y))

 |A(↵)|cn↵(F↵(x, y)).

Since limn!1 cn↵(F↵(x, y)) = 0, we must have x = y.

As a corollary of the previous theorem, we immediately obtain Theorem 1 in

[1] as follows :

Corollary 3.12 (Theorem 1 in [1]). Suppose X is a bounded and sequentially

complete subset of E and T : X ! X is �-contraction. If

(i) for each ↵ 2 A, there exists c↵ 2 � such that �jn(↵)(t)  c↵(t) for all n 2 N

and t � 0,

(ii) for each n 2 N, sup{djn(↵)(x, y) : x, y 2 X}  p(↵) := sup{d↵(x, y) : x, y 2

X},

then there exists a unique fixed point x 2 X of T .
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Proof. For each x0, x, y 2 X, ↵ 2 A, (↵k) 2 A(↵) and i,m, n 2 N, by letting

J(↵) = {j(↵)} and M↵(x0) = p(↵) = F↵(x, y), we have

A(↵) = {(↵, j(↵), j2(↵), . . . , jk(↵), . . . )},

d↵i(T
mx0, T nx0) = dji(↵)(T

mx0, T nx0)  M↵(x0) and d↵i(x, y)  F↵(x, y). Hence,

by Theorem 3.11, T has a unique fixed point.

In the next theorem, we give a special kind of a selfmap, and obtain a criterion

for the existence of its fixed points. Furthermore, a condition that guarantees a

uniqueness of its fixed point is also given.

Theorem 3.13. Suppose X is sequentially complete and T : X ! X is a con-

tinuous selfmap satisfying : for each ↵ 2 A and k 2 N, there exist a function

�↵,k : [0,1) ! [0,1), a finite set D↵,k and a map P↵,k : D↵,k ! A such that �↵,k

is non-decreasing, and

d↵(T
kx, T ky) 

X

�2D↵,k

�↵,k(dP↵,k(�)(x, y)),

for any x, y 2 X.

1. If there exists x0 2 X such that for each ↵ 2 A there exists M↵(x0) 2 R+
0

so that
P

k2N |D↵,k|�↵,k(M↵(x0)) < 1 and

dP↵,k(�)(x0, Tx0)  M↵(x0),

for all k 2 N and � 2 D↵,k, then T has a fixed point in X.

2. If for each ↵ 2 A and x, y 2 X, there exists F↵(x, y) 2 R+
0 such that

P
k2N |D↵,k|�↵,k(F↵(x, y)) < 1 and

dP↵,k(�)(x, y)  F↵(x, y),
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for all k 2 N and � 2 D↵,k, then T has a unique fixed point in X and

C(T ) = X.

Notice that if �↵,1 belongs to �, then T is clearly a J-contraction.

Proof. 1. Let ✏ > 0 and ↵ 2 A. Since
P

k2N |D↵,k|�↵,k(M↵(x0)) < 1, there is

N 2 N such that for any m > n 2 N,
P

ni<m |D↵,i|�↵,i(M↵(x0)) < ✏. Then

d↵(T
nx0, T

mx0) 
X

ni<m

d↵(T
ix0, T

i+1x0)


X

ni<m

X

�2D↵,i

�↵,i(dP↵,i(�)(x0, Tx0))


X

ni<m

X

�2D↵,i

�↵,i(M↵(x0))

=
X

ni<m

|D↵,i|�↵,i(M↵(x0)) < ✏.

Therefore, (T kx0) is a Cauchy sequence and converges to a fixed point of T by

the sequential completeness of X and the continuity of T .

2. Let ✏ > 0, x 2 X, and ↵ 2 A. Since
P

k2N |D↵,k|�↵,k(F↵(x, Tx)) < 1, there

is N 2 N such that for any m > n 2 N,
P

ni<m |D↵,i|�↵,i(F↵(x, Tx)) < ✏. Then

d↵(T
nx, Tmx) 

X

ni<m

d↵(T
ix, T i+1x)


X

ni<m

X

�2D↵,i

�↵,i(dP↵,i(�)(x, Tx))


X

ni<m

X

�2D↵,i

�↵,i(F↵(x, Tx))

=
X

ni<m

|D↵,i|�↵,i(F↵(x, Tx)) < ✏.

Therefore, (T kx) is a Cauchy sequence and converges to a fixed point of T by the

sequential completeness of X and the continuity of T . Notice also that, since x is

arbitrary, C(T ) = X.
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Now, let ✏ > 0, ↵ 2 A, and x, y 2 F (T ). Since limk!1 |D↵,k|�↵,k(F↵(x, y)) = 0,

there is K 2 N such that for any k � K , |D↵,k|�↵,k(F↵(x, y)) < ✏. Then

d↵(x, y) = d↵(T
kx, T ky)


X

�2D↵,k

�↵,k(dP↵,k(�)(x, y))


X

�2D↵,k

�↵,k(F↵(x, y))

= |D↵,k|�↵,k(F↵(x, y)) < ✏.

Then we have the uniqueness.

Also, we immediately obtain Theorem 5 in [1] as follows :

Corollary 3.14 (Theorem 5 in [1]). Let us suppose that

(i) for each ↵ 2 A and n > 0, there exists �↵,n 2 � and j(↵, n) 2 A such that

d↵(T
nx, T ny)  �↵,n(dj(↵,n)(x, y)),

for any x, y 2 X,

(ii) there exists x0 2 X such that dj(↵,n)(x0, Tx0)  p(↵) < 1) (n = 1, 2, . . . ),

P
n �↵,n(p(↵)) < 1 and j : A⇥ N ! A.

Then T has at least one fixed point in X.

Proof. By letting D↵,k = {j(↵, k)} for any ↵ 2 A and k 2 N and P↵,k = ⇡k|D↵,k
.

Then for each i 2 N, we have |D↵,i| = 1 and M↵(x0) = p(↵). By Theorem 3.13

(2), T has a fixed point.

In the next theorem, another fixed point theorem for a J-contraction selfmap

by using the previous theorem is presented.
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Theorem 3.15. Suppose X is sequentially complete and T : X ! X is a J-

contraction whose A(↵) is finite for each ↵ 2 A. If, for each ↵ 2 A , there exists

c↵ 2 � satisfying :

(i) c↵(t)/t is non-decreasing in t,

(ii) �↵n(t)  c↵(t) for any (↵k) 2 A(↵), n 2 N and t 2 [0,1), and

(iii) there exists x0 2 X and M↵(x0) 2 R+ such that d↵n(x0, Tx0)  M↵(x0) for

any (↵k) 2 A(↵) and n 2 N ,

then T has a fixed point in X.

Proof. Let D↵,i = Ai(↵), P↵,i((↵k)) = ↵i, and �↵,i(t) = ci↵(t) for any i 2 N, ↵ 2 A,

(↵k) 2 Ai(↵), and t 2 [0,1). Then for any ↵ 2 A and x, y 2 X, we have, by

Lemma 3.10,

d↵(T
ix, T iy) 

X

(↵k)2Ai(↵)

�↵ � �i�1
(↵k)

(d↵i(x, y))


X

(↵k)2Ai(↵)

ci↵(d↵i(x, y))

=
X

(↵k)2D↵,i

�↵,i(dP↵,i((↵k))(x, y)).

Since

|D↵,i+1|�↵,i+1(M↵(x0))

|D↵,i|�↵,i(M↵(x0))
=

|Ai+1(↵)|ci+1
↵ (M↵(x0))

|Ai(↵)|ci↵(M↵(x0))

 c↵(ci↵(M↵(x0)))

ci↵(M↵(x0))

 c↵(M↵(x0))

M↵(x0)
< 1,

for any i 2 N, we have
P

i2N |D↵,i|�↵,i(M↵(x0)) < 1. Then by Theorem 3.13 (1),

T has a fixed point.

Corollary 3.16 (Theorem 2 in [1]). Let us suppose
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(i) the operator T : X ! X is a �-contraction,

(ii) for each ↵ 2 A there exists a �-function c↵ such that �jn(↵)(t)  c↵(t) for

all n 2 N and c↵(t)/t is non-decreasing,

(iii) there exists an element x0 2 X such that djn(↵)(x0, Tx0)  p(↵) < 1 (n =

1, 2, . . . ).

Then T has at least one fixed point in X.

Proof. By letting J(↵) = {j(↵)} for any ↵ 2 A and M↵(x0) = p(↵). Then

|A(↵)| = 1, and by Theorem 3.15, T has a fixed point.

Example 3.17. Given a sequentially complete locally convex space X, and two

�-contractions T1, T2 : X ! X; i.e., there exist j1, j2 : A ! A, and for each

↵ 2 A, there exist �1,↵,�2,↵ 2 � such that

d↵(T1x, T1y)  �1,↵(dj1(↵)(x, y)) and d↵(T2x, T2y)  �2,↵(dj2(↵)(x, y)),

for any ↵ 2 A and x, y 2 X. Suppose further that

(i) jn+1
1 = jn1 � j2 and jn2 � j1 = jn+1

2 for any n 2 N ,

(ii) for each ↵ 2 A, �1,↵(t) = c1(↵)t and �2,↵(t) = c2(↵)t for some c1(↵)+c2(↵) 2

(0, 1), and

(iii) there exist x0 2 X such that djn1 (↵)(x0, T1x0)  p1(x0,↵) < 1 and

djn2 (↵)(x0, T2x0)  p2(x0,↵) < 1 for any ↵ 2 A and n = 1, 2, . . . .

Then H = T1+T2
2 is a J-contraction with J(↵) = {j1(↵), j2(↵)} and �H,↵(t) =

�
c1(↵) + c2(↵)

�
t. Also, by (i) and (iii), we have |A(↵)| = 2 < 1 and

d↵n(x0, Hx0) 
d↵n(x0, T1x0) + d↵n(x0, T2x0)

2
 p1(x0,↵) + p2(x0,↵)

2
.
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Hence, H satisfies all conditions in Theorem 3.15, and has a fixed point in X.

Notice that H may not be a �-contraction, by choosing j1, j2 such that dj1(↵) +

dj2(↵) /2 A for some ↵ 2 A, and hence Theorem 2 in[1] cannot be applied.

We now consider a normed space E equipped with the weak topology. Let E⇤

be the dual space of E, kxkf = |f(x)| for any x 2 E and f 2 E⇤. Then for all

f 2 E⇤, k ·kf is a seminorm on E, and hence df (x, y) = kx�ykf is a pseudometric

on E. Then A = {df : f 2 E⇤} is a collection of pseudometrics on E. A definition

of functionally uniformly lipschitzian selfmaps on a subset X of E with respect

to the sequence (zk) is given as follows :

Definition 3.18. Let (zk) be a sequence of positive real numbers. The map

T : X ! X is called functionally uniformly lipschitzian with respect to

the sequence (zk) if for each f 2 E⇤, there exist n 2 N, and g1, g2, . . . , gn 2 E⇤

kT kx� T kykf  zk

nX

i=1

kx� ykgi

for any x, y 2 X and k 2 N.

Remark 3.19. Every functionally uniformly lipschitzian selfmap is always func-

tionally uniformly lipschitzian with respect to the constant sequence (1), while a

functionally uniformly lipschitzian selfmap with respect to the bounded sequence

is always functionally uniformly lipschitzian.

Proposition 3.20. Let (zk) be a sequence of positive real numbers and T : X ! X

be functionally uniformly lipshitzian with respect to the sequence (zk). Then T k is

a J-contraction for any k � 1.

Proof. Since T is functionally uniformly lipshitzian with respect to the sequence
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(zk), for each f 2 E⇤, there exist n 2 N, and g1, g2, . . . , gn 2 E⇤

kT kx� T kykf  zk

nX

i=1

kx� ykgi

=
zk

zk + 1
(zk + 1)

nX

i=1

kx� ykgi

=
zk

zk + 1

nX

i=1

kx� yk(zk+1)gi

for any x, y 2 X. By letting J(f) = {(zk + 1)g1, . . . , (zk + 1)gn}, �(t) = zk
zk+1t,

then � 2 � is subadditive, so T k is a J-contraction.

Next, a fixed point theorem for functionally uniformly lipschitzian selfmaps

with respect to the sequence (zk) which does not require sequential completeness

is presented.

Theorem 3.21. Suppose T : X ! X is a functionally uniformly lipschitzian

selfmap with respect to a sequence (zk) converging to 0. If there exists x0 2 X

such that the sequence (T kx0) has weakly convergent subsequence, then T has a

unique fixed point in X.

Proof. Since T is functionally uniformly lipschitzian, for each f 2 E⇤, there exist

n 2 N, and g1, g2, . . . , gn 2 E⇤

kT kx� T kykf  zk

nX

i=1

kx� ykgi

for any x, y 2 X and k 2 N. Let f 2 E⇤, ✏ > 0, and (T jkx0) be a subsequence

of T kx0 such that (T jkx0) converges weakly to p 2 X. Since (zk) converges

to 0, we can choose N 2 N su�ciently large so that zk < ✏
2
Pn

i=1 kTx0�x0kgi
and

kT jkx0 � pkf < ✏
2 for any k � N . Then we have

kT jk+1x0 � pkf  kT jk(Tx0)� T jkx0kf + kT jkx0 � pkf

 zjk

nX

i=1

kTx0 � x0kgi + kT jkx0 � pkf < ✏.
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Then (T jk+1x0) converges weakly to p. Since T is J-contraction, T is weakly

continuous and hence the sequence (T jk+1x0) converges weakly to Tp. Since the

weak topology is Hausdor↵, Tp = p. For the uniqueness, suppose x and y are

fixed points of T . Then for each f 2 E⇤ and k 2 N

kx� ykf = kT kx� T kykf  zk

nX

i=1

kx� ykgi .

Since the sequence (zk) converges to 0, we must have x = y.

Also, we immediately obtain this corollary.

Corollary 3.22. If X is closed, convex and bounded subset of a reflexive Banach

space, and T : X ! X is a functionally uniformly lipschitzian selfmap with respect

to a sequence (zk) converges to 0, then T has a unique fixed point in X

Proof. By the assumption, X is weakly compact. Then every sequence in X has

a weakly convergent subsequence, and hence, T has a unique fixed point in X by

the previous theorem.

Theorem 3.23. Suppose X is weakly sequentially complete and T : X ! X is a

functionally uniformly lipschitzian selfmap with respect to a sequence (zk). If the

sequence (zk) is summable, then T has a unique fixed point in X and C(T ) = X.

Proof. Let A = {df : f 2 E⇤}. Since T is functionally uniformly lipschitzian with

respect to (zk), for any f 2 E⇤, there exist n 2 N, and g1, g2, . . . , gn 2 E⇤

kT kx� T kykf  zk

nX

i=1

kx� ykgi

for any x, y 2 X and k 2 N. By letting �f,k(t) = zkt, Df,k = {1, 2, . . . , n},

Pf,k(i) = gi, and Ff (x, y) =
Pn

i=1 dgi(x, y) =
Pn

i=1 kx � ykgi where f 2 E⇤,

k 2 N, t 2 [0,1), then �f,k is non-decreasing and continuous from the right, and
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Pf,k(i) 2 E⇤. Since (zk) is summable,

X

k2N

|Df,k|�f,k(Ff (x, y)) =
X

k2N

nzk(
nX

i=1

kx� ykgi) < 1,

and

dPf,k(i)(x, y) = kx� ykgi 
nX

i=1

kx� ykgi = Ff (x, y),

for all k 2 N and i 2 Df,k. By Theorem 3.13(2), then T has a unique fixed point

in X and C(T ) = X.
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Example 3.24. Let 0 6= c = (c1, c2, . . . ) 2 `2 and T : `2 ! `2 be defined by

T (x1, x2, . . . ) =
�1
2
sin(g(x)),

1

8
sin2(g(x)), . . . ,

1

n2n
sinn(g(x)), . . .

�
,

where g(x) = 1
kck2+1

P1
n=1 cnxn for all x = (x1, x2, . . . ) 2 `2. In Chapter 4, we will

show that T is functionally uniformly lipschitzian with respect to a sequence (zk).

Moreover, T k is a J-contraction for any k � 1.



CHAPTER IV

CRITERIA FOR J-CONTRACTION MAPS

In this chapter, some criteria for a map to be functionally uniformly lipschitzian

with respect to a sequence (zk) on an infinite dimensional Banach space are given.

By Proposition 3.20, we also have criteria for a map to be J-contractions. Suppose

E is an infinite dimensional Banach space having a normalized Schauder basis (en).

Let X be a nonempty subset of E, and T : X ! X. Moreover, for a lipschitzian

selfmap h : R ! R, we will use L(h) to denote the Lipschitz constant of h.

First, we will recall the definition of functionally uniformly lipshitzian with

respect to a sequence (zk) as follows: for any sequence (zk) of positive real num-

bers, a selfmap T on X is functionally uniformly lipshitzian with respect to the

sequence (zk) if for each f 2 E⇤ there are n 2 N and g1, . . . , gn 2 E⇤ such that

kT kx� T kykf  zk

nX

i=1

kx� ykgi ,

for any x, y 2 X and k 2 N.

Proposition 4.1. If T is functionally lipschitzian, then e⇤n � T is a lipschitzian

functional for each n 2 N.

Proof. Since T is functionally lipschitzian, for each n 2 N, there are m 2 N and
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g1, . . . , gm 2 E⇤ such that for any x, y 2 X,

|e⇤n � T (x)� e⇤n � T (y)| = kT (x)� T (y)ke⇤n


mX

i=1

k(x� y)kgi

=
mX

i=1

|gi(x� y)|


 

mX

i=1

kgik
!
kx� yk,

which implies that e⇤n � T is lipschitzian.

The following lemma is important because the definition of being functionally

uniformly lipschitzian with respect to the sequence can be simplified in a Banach

space with a normalized Schauder basis.

Lemma 4.2. Let g1, g2, . . . , gN 2 E⇤, and for any k 2 N, (ckn) sequences of

nonnegative numbers with
P1

n=1 c
k
n < 1. If for each n, k 2 N and x, y 2 X,

|e⇤n(T k(x)� T k(y))|  ckn

NX

i=1

|gi(x� y)|,

then T is functionally uniformly lipschitzian with respect to the sequence (zk),

where zk =
P1

n=1 c
k
n.

Proof. Let zk =
P1

n=1 c
k
n.



43

For each f 2 E⇤ and x, y 2 X, we have

kT k(x)� T k(y)kf =

�����f
 1X

n=1

e⇤n(T
k(x)� T k(y))en

!�����

 kfk
1X

n=1

|e⇤n(T k(x)� T k(y))|

 kfk
1X

n=1

 
ckn

NX

i=1

|gi(x� y)|
!

= kfkzk
NX

i=1

|gi(x� y)|

= zk

NX

i=1

kx� ykkfkgi .

Therefore, in a Banach space with a normalized Schauder basis, it is enough to

check only coordinate functionals to show the functionally uniform lipschitzianess

with respect to the sequence.

Theorem 4.3. Let g1, g2, . . . , gN 2 E⇤ and {hn,i : n 2 N; i = 1, . . . , N} a collec-

tion on lipschitzian selfmaps on R satisfying
P1

n=1max{L(hn,i) : i = 1, . . . , N} <

1. If for each n 2 N

e⇤n � T =
NX

i=1

hn,i � gi|X ,

then T is functionally uniformly lipschitzian with respect to the sequence (zk),

where

zk =

" 1X

n=1

max{L(hn,i) : i = 1, . . . , N}
! 

NX

i=1

kgik
!#k�1

.

Consequently,

1. if (
P1

n=1 max{L(hn,i) : i = 1, . . . , N})
⇣PN

i=1 kgik
⌘
 1, then T is function-

ally uniformly lipschitzian.

2. if (
P1

n=1 max{L(hn,i) : i = 1, . . . , N})
⇣PN

i=1 kgik
⌘
< 1, then T has a unique

fixed point and C(T ) = X.
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Proof. Let B =
PN

i=1 kgik, Cn = max{L(hn,i) : i = 1, . . . , N} and C =
P1

n=1 Cn.

First notice that, for any n 2 N and x, y 2 X, we have

|e⇤n(T (x)� T (y))| =

�����

NX

i=1

(hn,i � gi(x)� hn,i � gi(y))

�����


NX

i=1

|hn,i(gi(x))� hn,i(gi(y))|


NX

i=1

L(hn,i)|gi(x� y)|

 Cn

NX

i=1

|gi(x� y)|.

Next, we claim that for each n, k 2 N and x, y 2 X,

|e⇤n(T k(x)� T k(y))|  Cn(BC)k�1
NX

i=1

|gi(x� y)|.

When k = 1, the statement immediately holds from the previous paragraph.

Suppose it is also true for some k 2 N, we then have

|e⇤n(T k+1(x)� T k+1(y))|  Cn(BC)k�1
NX

i=1

|gi(T (x)� T (y))|

 Cn(BC)k�1

 
NX

i=1

kgik
!
kT (x)� T (y)k

 Cn(BC)k�1B
1X

n=1

|e⇤n(T (x)� T (y))|

 Cn(BC)k�1B
1X

n=1

 
Cn

NX

i=1

|gi(x� y)|
!

= Cn(BC)k�1B

 1X

n=1

Cn

!
NX

i=1

|gi(x� y)|

= Cn(BC)k�1BC
NX

i=1

|gi(x� y)|

= Cn(BC)k
NX

i=1

|gi(x� y)|,

which proves the claim.
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By the previous Lemma, we have

kT k(x)� T k(y)kf  (BC)k�1
NX

i=1

kx� ykCkfkgi

and hence T is functionally uniformly lipschitzian with respect to the sequence

(zk), where zk = (BC)k�1. Therefore, if BC  1, then (zk) is bounded and T is

functionally uniformly lipschitzian by Remark 3.19. Also, if BC < 1, the sequence

(zk) is summable, and hence by Theorem 3.23, T has a unique fixed point and

C(T ) = X.

Example 4.4. Consider the map T given in Example 3.24. Let 0 6= c =

(c1, c2, . . . ) 2 `2 and T : `2 ! `2 be defined by

T (x1, x2, . . . ) =
�1
2
sin(g(x)),

1

8
sin2(g(x)), . . . ,

1

n2n
sinn(g(x))

�
,

where g(x) = 1
kck2+1

P1
n=1 cnxn for all x = (x1, x2, . . . ) 2 `2. By letting N = 1,

hn = 1
n2n sinn and Theorem 4.3, then T is functionally uniformly lipschitzian with

respect to a sequence (zk) where

zk =

" 1X

n=1

L(hn)

!
(kgk)

#k�1

.

Since
P1

n=1 L(hn)  1 and kgk < 1 and Proposition 3.20, T k is a J-contraction

for any k � 1. Furthermore, T has a unique fixed point and C(T ) = X.

Theorem 4.5. Let l 2 N, {gn,i : n = 1, . . . , l; i = 1, . . . ,mn} ✓ E⇤ and a 2 R.

Suppose that e⇤n(T (x)� T (y)) = ae⇤n(x� y) for all n > l and x, y 2 X.

If for each n  l, k 2 N and x, y 2 X, there is ck � 0

|e⇤n(T k(x)� T k(y))|  ck
Pmn

i=1 |gn,i(x� y)|,

then T is functionally uniformly lipschitzian with respect to the sequence (zk),

where zk = max{ck, |a|k}.
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Proof. Let f 2 E⇤, k 2 N and x, y 2 X. Then

kT k(x)� T k(y)kf = |f(T k(x)� T k(y))|

=

�����f
 1X

n=1

e⇤n(T
k(x)� T k(y))en

!�����

=

�����f
 
X

nl

e⇤n(T
k(x)� T k(y))en

!
+ f

 
X

n>l

e⇤n(T
k(x)� T k(y))en

!�����



�����f
 
X

nl

e⇤n(T
k(x)� T k(y))en

!�����+

�����f
 
X

n>l

e⇤n(T
k(x)� T k(y))en

!�����

 ckkfk
X

nl

mnX

i=1

|gn,i(x� y)|+

�����f
 
X

n>l

ake⇤n(x� y)en

!����� (⇤⇤)

= ckkfk
X

nl

mnX

i=1

|gn,i(x� y)|+

�����f
 
ak(x� y)�

X

nl

ake⇤n(x� y)en

!�����

 ckkfk
X

nl

mnX

i=1

|gn,i(x� y)|+ |akf(x� y)|

+

�����f
 
X

nl

ake⇤n(x� y)en

!�����

 ckkfk
X

nl

mnX

i=1

|gn,i(x� y)|+ |akf(x� y)|

+
X

nl

|akf(en)e⇤n(x� y)|

 max{ck, |a|k}
 
X

nl

mnX

i=1

kx� ykkfkgn,i

+kx� ykf +
X

nl

kx� yk|f(en)|e⇤n

!
.

Therefore, T is functionally uniformly lipschitzian with respect to the sequence

(zk), where zk = max{ck, |a|k}.



CHAPTER V

FIXED POINT SETS AND VIRTUAL STABILITY

In this chapter, we will show that, under a mild condition, a J-nonexpansive map

is always virtually stable. This immediately gives a connection between the fixed

point set and the convergence set of a J-nonexpansive selfmap.

As in the previous section, let (E,A) be a Hausdor↵ uniform space whose

uniformity is generated by a saturated collection of pseudometrics A = {d↵ : ↵ 2

A} indexed by A and ? 6= X ✓ E. The following theorem gives a general criterion

for a selfmap on X to be virtually stable.

Theorem 5.1. Let T : X ! X be a selfmap whose fixed point set F (T ) is

nonempty, and satisfies the following conditions :

(i) for each ↵ 2 A and k 2 N, there exist a finite set D↵,k and a map P↵,k :

D↵,k ! A such that

d↵(T
kx, T ky) 

X

�2D↵,k

dP↵,k(�)(x, y),

for any x, y 2 X,

(ii) there exists N 2 N such that |D↵,n|  |D↵,N | and P↵,n(D↵,n) ✓ P↵,N(D↵,N)

for any n � N and ↵ 2 A.

Then T is uniformly virtually stable with respect to the sequence of all natural

numbers. Moreover, the fixed point set of T is a retract of the convergence set of

T .
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Proof. Let z 2 F (T ) and let U be a neighborhood of z. We may assume that

U =
Tm

i=1{w 2 X : d↵i(w, z) < ✏} for some ✏ > 0 and ↵1, . . . ,↵m 2 A. For each

n 2 N, let

Vn =
m\

i=1

\

�2D↵i,n

{w 2 X : dP↵i,n(�)
(w, z) <

✏

|D↵i,n|
}.

By (ii), there exists N 2 N such that |D↵i,n|  |D↵i,N | and P↵i,n(D↵i,n) ✓

P↵i,N(D↵i,N) for any n � N and i = 1, . . . ,m. Let V = V1\V2\ · · ·\VN which is

clearly a nonempty open subset of X, y 2 V , l 2 N and i 2 {1, . . . ,m}. It follows

that

d↵i(T
ly, z) = d↵i(T

ly, T lz) 
X

�2D↵i,l

dP↵i,l
(�)(y, z).

If l < N , then

d↵i(T
ly, z) <

X

�2D↵i,l

✏

|D↵i,l|
= ✏.

If l � N , since P↵i,l(�) 2 P↵i,l(D↵i,l) ✓ P↵i,N(D↵i,N), we have dP↵i,l
(�)(y, z) <

✏
|D↵i,N

| for each � 2 D↵i,l, and hence

d↵i(T
ly, z) <

X

�2D↵i,l

✏

|D↵i,N |
=

✏|D↵i,l|
|D↵i,N |

 ✏.

Hence, T is uniformly virtually stable with respect to the sequence of all natural

numbers. Since (E,A) is regular, by Theorem 2.32, we immediately obtain that

the fixed point set of T is a retract of the convergence set of T .

Corollary 5.2. Suppose that T is J-nonexpansive with F (T ) 6= ?. If there exists

N 2 N such that |An(↵)|  |AN(↵)| and ⇡n(An(↵)) ✓ ⇡N(AN(↵)) for any n � N

and ↵ 2 A, then T is uniformly virtually stable with respect to the sequence of all

natural numbers and the fixed point set of T is a retract of the convergence set of

T .

Proof. By letting D↵,n = An(↵) and P↵,n = ⇡n|An(↵) for any n 2 N and ↵ 2 A, we
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have

d↵(T
lx, T ly) 

X

�2D↵,l

dP↵,l(�)(x, y),

for any x, y 2 X. The result then follows from Theorem 5.1.

Corollary 5.3. Suppose that T is a functionally uniformly lipschitzian selfmap

on a subset X of a normed space E. If F (T ) 6= ?, then T is uniformly virtually

stable with respect to the sequence of all natural numbers and the fixed point set

of T is a retract of the weak convergence set of T .

Proof. Since T is functionally uniformly lipschitzian, for each f 2 E⇤ there exist

N 2 N and g1, g2, . . . , gN 2 E⇤ such that

kT kx� T kykf 
NX

i=1

kx� ykgi ,

for any x, y 2 X and k 2 N. Clearly, T is J-nonexpansive where J(f) =

{g1, g2, . . . , gN} and ⇡n(A(f)) = ⇡m(A(f)) for any f 2 E⇤ and n,m 2 N. By

the previous corollary, T is uniformly virtually stable with respect to the se-

quence of all natural numbers and the fixed point set of T is a retract of the weak

convergence set of T .

In the final part of this chapter, examples of J-nonexpansive selfmaps are

given. They will help us, for the sake of completeness, construct a simple selfmap,

the last example, whose fixed point set is not convex and hence guaranteed be a

retract of its weak convergence set only by our results.

Example 5.4. Let E = `2 equipped with the weak topology, and T : `2 ! `2 be

defined by

T (x1, x2, . . . ) =

✓
|x1 + x3|

3
,
|x2 + x4|

3
, x3, x4, . . .

◆
,

for any (x1, x2, . . . ) 2 `2. Then A = {|f | : f 2 `2}, and by example 3.8 in [12], we

have T is functionally uniformly lipshitzian, so it is J-nonexpansive. However, we
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can directly show that

|f(T nx� T ny)|  2kfk
"p

2

9
(|x1 � y1 + x3 � y3|+ |x2 � y2 + x4 � y4|)

+

p
2 (|x1 � y1|+ |x2 � y2|+ |x1 � y1 + x3 � y3|+ |x2 � y2 + x4 � y4|)

9� 6
p
2

#

+ kfk
✓
1

3
|x1 � y1|+ |x1 � y1 + x3 � y3|+

1

3
|x2 � y2|+ |x2 � y2 + x4 � y4|

◆

+ kfk|x1 � y1|+ kfk|x2 � y2|+ |f(x� y)|,

for each f 2 `2, n 2 N,x = (x1, x2, . . . ) and y = (y1, y2, . . . ) 2 `2.

By letting J : `2 ! Pf (`2) be defined by J(f) = {f, g1, g2, g3, g4} for each

f 2 `2, where

g1(x) = kfk
�2

p
2

9
+

2
p
2

9� 6
p
2
+1

�
(x1+x3), g2(x) = kfk

�2
p
2

9
+

2
p
2

9� 6
p
2
+1

�
(x2+x4),

g3(x) = kfk
� 2

p
2

9� 6
p
2
+

4

3

�
x1, g4(x) = kfk

� 2
p
2

9� 6
p
2
+

4

3

�
x2,

for each x = (x1, x2, . . . ) 2 `2, it follows that T is J-nonexpansive.

Notice that (0, 0, . . . ) is a fixed point of T , and for each f 2 `2 and n,m 2 N,

⇡n(A(f)) = ⇡m(A(f)). Then, by Theorem 5.1, T is uniformly virtually stable

with respect to the sequence of all natural numbers and hence the fixed point set

of T is a retract of the weak convergence set of T . Moreover, the fixed point set

is not convex because x = (1, 1, 2, 2, 0, . . . ) and y = (1, 1,�4,�4, 0, . . . ) are fixed

points of T , while the convex combination 1
2x + 1

2y = (1, 1,�1,�1, 0, . . . ) is not.

Therefore, since `2 is uniformly convex, T is not nonexpansive.

Example 5.5. LetX =
�
(xn) 2 `2 : |x1|, |x2|  10 and for any i � 3, |xi|  10

2i�2

 

and fix c = (10, 10, 15, 4, 8, 12 ,
1
22 ,

1
23 , . . . ) 2 `2. Notice that X is weakly-compact

and convex. Consider T : X ! X defined by

T (x1, x2, . . . ) = (sin(g(x)), cos(g(x)), x3, x4, . . . ),
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where g(x) = 1
2kck2+1

P1
n=1 cnxn for all x = (x1, x2, . . . ) 2 `2. By letting l = 2,

g1 = g2 = g, h1 = sin, h2 = cos, a = 1 and 0 = b3 = b4 = . . . , we have kg1k =

kg2k = kgk = kck2
2kck2+1 and L(h1)kg1k+L(h2)kg2k < 1. By Corollary 3.7 in [12], T is

functionally uniformly lipschitzian, so it is J-nonexpansive. Then for each n,m 2

N, ⇡n(A(f)) = ⇡m(A(f)) because of the definition of a functionally uniformly

lipschitzian selfmap. By Theorem 5.1, T is uniformly virtually stable with respect

to the sequence of all natural numbers and hence the fixed point set of T is a retract

of the weak convergence set of T . Notice also that x = (0, 1, 0, 0,�5
4 , 0, . . . ), y =

(1, 0, (2kck2+1)⇡
30 ,�5

2 , 0, . . . ) 2 F (T ) but 1
2x+

1
2y = (12 ,

1
2 ,

(2kck2+1)⇡
60 ,�5

4 ,�
5
8 , 0, . . . ) /2

F (T ); i.e., F (T ) is not convex. Therefore, since `2 is uniformly convex, T is not

nonexpansive.
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