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## 4282151926 : MAJOR STATISTICS

KEY WORD : VARIANCE COMPONENTS / COMPLETELY RANDOMIZED DESIGN / AVERAGING METHOD
KANOGKAN LEEROJANAPRAPA : PARAMETER ESTIMATION FOR RANDOM-EFFECT COMPLETELY
RANDOMIZED DESIGN MODEL WITH VARIANCE COMPONENTS AVERAGING METHOD. THESIS ADVISOR
: ASSOCIATE PROFESSOR. SUPOL DURONGWATANA, Ph.D. 170 pp. ISBN 974-03-1621-2.

The objective of this study is to compare the methods of averaging variance components based on Maximum
Likelihood (ML), Invariance Quadratic (IQ) and Restricted Maximum Likelihood (REML) estimators. There are 4
weighted averaging approaches. The first approach takes account of equal weights. Where as the weights that based
on the estimation of variance for y and the weights that based on the estimated variance of estimator a* or variance
components are considered in the second and the third approach respectively. For the forth approach, the weights of
least absolute value are based on iterative procedure using linear programming technique to solve for the minimised
sum of the absolute deviations. The model used in this study is Yy = 4+ X, + Sy wheni=1, 2...... aand j=1 2

where Yy is the j"1observation for the i"llevel of factor, . isthe grand mean, Tj is the i"lrandom effect of factor
and is independently distributed with mean 0 and variance a* 1 Sy is the random error of the jmobservation for the it
level of factor and is also independently distributed with mean O and variance Cg lwhere as a and represent the
number of levels for factor and the number of replication for treatment respectively. To generate the data for this study,
The Monte Carlo simulation is applied by using S-PLUS 2000 package where Og1Jr and a2 are parameters in the
model, all of which are specified and generated then, the mean square error is determine for comparing the estimators.

The result for the estimation of variance components a2 and a2+ag is optimal when only ML and IQ
estimation are used for weighted averaging. For the estimation of CGJ] 1when k is small and the number of levels for
factor is also small, and it is found in this case that the weighting method using estimated variance of estimator a2 is
the best estimator.  the case of small k and the number of levels for factor is large together with the number of
replication for treatment is small, the weighting method using estimated variance of y is found as the best estimator.

addition to this small k case, when the number of levels for factor and the number of replication for treatment are
large, the least absolute value method is found as the best estimator. For large k, the least absolute value method is the
best estimator for almost all of the cases but when the number of levels for factor is small, the weighting method using
estimated variance of estimator a2 is the best estimator. For the estimation of a2+ Qg 1when k is small and the number
of levels for factor and the number of replication for treatment are small, it is found that the least absolute value method
is the best estimator.  the case of small k, when the number of levels for factor is large and the number of replication
for treatment is small, the weighting method using estimated variance of y isfound as the best estimator. And also, in
case of small k, when the number of replication for treatment is large, the weighting method using estimated variance of
variance components is the best estimator. As final findings, when k is large what are found in the estimation of a2+ Qg

are similar to the results obtained in the estimation of a j.
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