2.1

211 (Searching)

Combinatorial - Optimization
Combinatorial Optimization

Uninformed Search  Blind Search
Path Cost (Current
State) (Goal State)  Informed Search  Heuristic Search
[1]
Greedy Search  Admission Search Hil Climbling Search Informed  Search
Uninformed Search Uninformed Search Bread-first
Search (BFS)  Depth-first Search (DFS)



Bread-first Search (BFS)

21 BFS
SO
2.1 Bread-first search
Depth-first Search (DFS)
(Tree) 2.2
BFS
2.2 Depth-first search

Informed Search Heuristic Search

Relaxation Heuristic Exact Optimization
Relax ~ Optimum
(Rounding) Lagrangian Relaxation

Relaxation  Heuristic
Integer-Infeasible



Decomposition Heuristic

lteration
Column generation
Constructive Search Null solution
(Full solution)
Constructive Search
;o (Degrade® , 12 Constructive  Search
Greedy Search  Admission Search
- Greedy Search
Cost ( Particular State)
Heuristic Function
h(n) =0
Greedy Search Minimal Search Cost
Greedy Search
Greedy Search
(weak)
- Admission Search (A Search) Greedy Search
Uniform-Cost Search Greedy Search Minimize Estimate Cost
Heuristic Function, h(n)
Uniform-Cost Search Minimize the Cost of Path,
g(n) A search

(Evaluation Function)®

fin) = g()+* h()
g() path cost
h(n)  estimated cost

fln)  estimated cost



Heuristic Function
(Over Estimate Cost) h Admission
Heuristic A Search  f-cost
Monotonicity

Improving Search
(Full Solution)
(Move Set or Neighborhood)

Neighborhood
Neighborhood
(Feasibility)
(Infeasible)
Local Search Hill-climbing Improving  Search
( Initial Feasible Solution”
(Neighborhood?
Local Optimum
Local Optimum
Neighborhood Multi-Start
Initial Feasible Solution Local Optimum

Heuristic Local Optimum

2.3 Hill-climbing



Hill-climbing

1 Local Maxima :Local Maximum

Local Maxima
Local Maxima
1 Plateaux : Plateau
(Random Walk)
1 Ridges :Ridge
ridge
Hill -climbing
NP-complete
Local Maxima
(Cycling)
Heuristic Search Meta-Heuristic
Meta-Heuristic

Annealing  Genetic Algorithms

10

2.3

Value

Global Maximum

(Oscillation)

(Random Start Hill Climbing)

( Iteration)

Local Maxima

TABU Search .Simulated



TABU Search
Local Search
(Nonimproving Move)
Local optimum

TABU List
TABU

TABU List

Current Solution (Maximizing}

1

Glover . .1989

Neighborhood 1 24
92
(Infinite Cycling)
100 TABU Search
(Tabu Move)
(Short Term Cycling)
lteration
Iteration
Heuristic Optimum
TABU List (TABU List Size)
TABU List
Local Optimum

Simulated Annealing

120 8 98
0 k ®
L Neighborhood 1
s 100
90 @ ’$85
. 3 L« Neighborhood 2
& I )
75 92 ; 84

24 Alternative Neighborhoods

(Feasible  Solution)

(Objective Function)

Function Improvement A obj)

: SA

Simulated Annealing
Iteration

(Net Objective
(A obj>0)

(A)bj <=0)



Aobj

Probability of acceptance = e (

Heuristic Optimum (Aobj <=
0)
g
(Tempearature ~ Controlling)
g
1 q
Simulated Annealing q
(Explore)™ " !
(Exploit)
TABU Search  Hill Climbing
Neighborhood
Local Search Neighborhood
Simulated Annealing
Genetic  Algorithms  :GAs Evolutionary
Algorithm Stochastic Optimization
(Initial
Solution) (Population)
(Chromosome)
(Population  Solution)
(Fitness Value)
Crossover

(Offspring)
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Mutation 1

Individual solution value

robability =
d / population total
Genetic Algorithms Neighborhood
Crossover
Crossover
§
2.1.2 (Safety stock)
(Safety stock) Out-of-Stock

2
(Demand Uncertainty)
(Performance Cycle Uncertainty)t

Out-of-stock

Out-of-stock Out-
of-stock
(Desired Level of Stockout Protection) [4]
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Out-of-stock

Safety Stocks Established Through the Use of a Simple-Minded Approach
safety factor ,

Safety Stocks Based on Minimizing Cost
(Shortage  Cost)

Safety Stocks Based on Customer Service

(Service Level)
(Carrying  Cost)
95 %
Safety stock on Aggregate Consideration

(Aggregate Service)

15
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Gec=-JJS\+ 2\

Ge =
T = (Average Performance Cycle Time)
t o
(Standard Deviation of the Performance Cycle)
D = (Average Daily Sales )
5 = (Standard Deviation of Daily Sale )
kX ac
SS =
k = safetyfactor ' 1 (k)

Base Inventory, Transit Inventory
Safety Stock Inventory

Base Inventory Base stock
Base Stock

(Just ~ Time: JIT ) Base Stock
Transit Inventory  Transit stock

Transit Inventory
(Total in Transit Day)



Inventory

Service Failure
Safety stock Inventory

Out-of-stock

2.5

Average Inventory

16

Transit
Lead Time

(Logistic Network)

(Idle Stock)

Average inventory

Average safety stock

————__ Average transit inventory

Network Locations
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2.5 Transit Inventory 1
Average Transit Inventory B (Average Safety
Stock)
| (Average Inventory)
Transit Inventory Safety stock
Transit Inventory Safety Stock
(Order Quantity) ~ Transit Inventory
network
3 » Total
§ mventory cost
Total
transportation
cost
f O] | R O NS LS (PO I OV ) S N ¢
0 1 23 456 7 8 91011121314
Network Locations
2.6
2.6 8



2.1.3 (Hub Location Problem;HLP)

(Traffic)
(Emergency Process)

(Origin) (Destination)

(Network)
)
2)

(Collection) 1
(Distribution)
(Consolidating the Flow)

1) Hub Location Problem:HLP
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(Hub Level Network)

(Access Level Network)

(Transfer)

2) p Hub Median Problem p Hub Location Problem
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P
3)
2 (Single Allocation)
(Multiple Allocation)
1 2.78
o)
- Node
Hub
Single Allocation Multiple Allocation
2.1
4)

5 Flow Thresholds

(Capacitated)

(Uncapacitated)
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2.2
22.1 (Hub Location Problem;HLP)
(Formulation)
(Optimal Solution)
(Near Optimal)
O'Kelly [6] HLP 1-2 2
2 -
OKelly [7]

Uncapacitated  Single  Allocation P Median  Problem
(USApHMP)  Quadratic integer Program (Objective FunctionH
non-convex Campbell [8] Mixed
integer Programming Uncapacitated Multiple Allocation Hub Location Problem
(UMAHLP) n+n4 1+ 22 4 constraintsu Uncapacitated ~ Single
Allocation Hub Location Problem (USAHLP) 4 2+ 3n2+1 Linear Constraints

Skorin-Kapov et a. [9]
Mixed O/L with Tight Linear Programming Relaxation UMApHMP
USApHMP UMApHMPA Campbell[8]
(Fixed Cost)
Mixed O/L Linear Program n+ 4
1+ 2t2 3 Constraints USApHMP Mixed O/L Linear
program  20/1 Variable, 4Continuous Variables ~ 1+n+n22n3Linear Constraints



« o« KBinnw

hifvien
2.1
_ Single Allocation Multiple Allocation
Formulation , , . :
"Variables  « Constraints #Variables + Constraints
Campbell Nd+ 2+ 3n2t1 linear constraints 4+ G 2
_ 20/1 variable, 1+n+n2+2n3
Skorin-Kapov N&+n an3t 41

4continuous variables  linear constraints

Emst and Krishnamoorthy [10] MILP USApHMP 3 2 ,
Binary 2 1+n+2n2Linear Constraints Sohn and Park [11]
(Reduce Size Formulation)*  p-SA 20/1 Variables,
J -1)/2 Continuous Variables ~ 1+n3Constraints ~ Mixed Integer Formulation ~ pn
0/1 Variables, pzn(n-1)/2 Continuous Variables and p+(1- p)n+ pn2 Constraints
Ebery [12]
Mixed Integer Linear Programming USApHMP
p-Hub Allocation Problem (pHAP) 2-3 0( 2
1 0(n2 Constraints 3

0 'Kelly[7] 2
(Complete  Enumeration) HEURL
HEUR?2
HEUR2
1 1 (Exponential Time) Klincewicz [131
Exchange Heuristic Clustering Heuristic
' 0 'Kelly[7]
Exchange Heuristic

Clustering Heuristic P
2
O'Kelly Skorin-Kapov and



22
Skorin-Kapov [14] TABU Search Single Exchange Relocation
Heuristic Single Exchange
Reallocation Heuristic

Campbell [§] 2 Greedy Exchange Heuristic

(Lower Bound)

MAXFLO ALLFLO
Campbell[8] O'Kelly Klincewicz
Emst and Krishnamoorthy [10] Simulated Annealing (SA)

USApHMP SA Upper Bound LP based on B&B Method
Klincewicz [15] Algorithm Based on Dual-ascent  Dual-adjustment Techniques
Branch and Bound Scheme Uncapacitated Hub Location Problem (UHLP)

5
5 Sohn and Park [16]
(Single Allocation ) 3 NP-
Hardness Sohn and Park [11] Uncapacitated p-Hub Location Problem
UMApHMP
Shortest Path Algorithm
Sohn and Park [17]
2 Quadratic 0-1 Program
Mixed Integer Programming (MIP) Linear Programming Relaxation
of MIP LP MIP QP
(Polynomial Time) Mayer and Wagner [18]
B&B procedure HubLocator UMAHLP
Klincewicz [15] Aggregated Model Formulation Dual Solution

KlincewiczL 1 Dual Ascent
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(Lower  Bound) (Upper o ) Complementary
Slackness Condition Hybrid Drop Procedure
40

(Uncapacitated) Emnst
and  Krishnamoorthy [19] Capacitated  Single
Allocation Hub Location Problem (CSAHLP) Simulated Annealing (SA)  Random
Descent Heuristic(RDH) LP-based Branch and Bound

Ebery et a. [20] Capacitated Multiple Allocation Hub
Location Problem (CMAHLP) : ' ' (Shortest Path)

LP-based Branch and Bound
APSP(AIl Pairs Shortest Path) UMAHLP
APSP CMAHLP
(Traffic)

(Emergency Process)

Ali et a. [21]
(Relay Paint)

(Highway  Network)"

3 Straight Rout Version, Detour Version semi-Detour Version
Straight Rout Algorithms
Detour Algorithms. Jaillet et a. [22]

(Airline  Network
Design)

3 1)One-stop 2)
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Two-Stop JAIl Stop
Heuristic Based on Mathematics Programming
(Geographical Position)
(Demand Level)

(Cost
Structures® (Flow  Cost)
(Digital Data Service Network” Leeetal [23] PHEUR

(Good Primal Feasible Solution) LHEUR

Yoon et al. [24]  Dual Based Heuristic

Dual-ascent Procedure ~ Chu et al. [29] Genetic

Algorithms; GAs DDS  Network GAs

TABU Search pair t-test
TABU search GAS
2.2.2 (Location  Routing
Problem;LRP)

(Facility  Location ~ Problem;FLP)tt (Vehicle  Routing

Problem;VRP)
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Integer
Programming  Mixed Integer Programming 3 Index Variable
Laporte and Nobert [26]
Integer Linear Programming Branch and
Bound Base on Constraint Relaxation Technique Laporte et al. [27]
Laporte and Nobert [26] Uncapacitated Multi-facility Location
Problem ,
Exact Integer Program 50
Bookbinder and Reece [2§] ,
(Capacitated Vehicle and Facilities) Nonlingar Mixed
Integer Program Bender’s  Decomposition
(Exponential Time) Exact Method
( 20-50 ) 1 ,
Saving Concept 1 Deterministic Heuristic Base on Location-allocation
Madsen[29] (2-level Newspaper

Delivery Problem)
2 Algorithm  Alternate Location-allocation  Saving Saving  Drop
Procedure

()
() 1 (Cost Saving)

Srivastana [30] 3 SAV1, SAV2
CLUS

SAVL
Saving Algorithm for the Multiple Depot
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Tillman (1969) SAV2
CLUST Minimal Spanning Tree
cluster Density Search Technique
Sequential  Approach  (Sequential

Approach Moment
Sum Approximation Multi-cepot Routing ~ Saving Algorithm)
Exact Method Or and Pierskalla [31]

2 2 Algorithm
1 1Algorithm 2 Extensions Greater Metropolician Area

Perl and Daskin [32] Warehouse Location Routing
Problem (WLRP)
Mixed Integer Programming
3

Meta-heuristic Tuzun and

Burke [33] Two-phase TABU Search Algorithm LRP

Two-phase TABU Search  AlgorithmT
SAV1 Two-phase TABU Search Algorithm
Lin et al.[34] Meta-heuristic Base on Threshold
Accepting  Simulated Annealing
, Meta-
heuristic
Jayaraman and Ross [39] PLOT Modkel
1 .Cross  Docking

Cross Docking 2
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Simulated Annealing
Walgreens in Houston
(validate)

30 Min et al.[36]

(Realistic Problem)

2.3

Hub  Location
Problem p Hub Median Problem

Local Search Meta
Heuristic  TABU Search
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