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Appendix A.

A Computer Attitudes, Familiarity, and Anxiety Scale (CAFAR)
(English Version)
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Survey of Computer Attitudes, Familiarity, and Anxiety of Students
mepur 0se ofthls uestlonnalrel 0 ?gthﬁr weaormatlon concernin stvdenﬁ attltudes famlllar"y

and an ety toward om Uters t ould take about 15 minutes fo co Eetet |sque lonnaire. A
[eSponses are Kept conﬁdentlal Pease return the survey to the Instruc orwhenyou Inish.

Please fill in the blank which applies to you.

1 Name Last name
2.1D.No.

3. Sex D Male D Female

4. Age

Computer Attitudes, Familiarity, and Anxiety Rating Scale
Read the questions helow and answer them by placing ONLY ONE checkmark (* ) inthe boxfor
each question.

Morethan four ~ Oneto four Less than Never
timesamonth ~ timesamonth — once amonth

1 How often 0o you use a computer at horme? [ : :

2. How often dlo you Use a computer at the i : 0 0
University?

3 How often o you use a computer & an : : : :
Intermet café?

4, How often do you use a computer for D 0 0 0
eclucation (e.g. wwite reports)?

5. How often do you use a computer for D : : :
entertainment (.. games, songs)?

6. How often o you use the Intermet? D D : :

7.|-kaer%testshaveyoutakenona D moethand D 3ord D lor2 none

8Howvvou|ld ou rate your ability to use -
corrputerso%tware?y y I excellent D good D fair D poor

9, Howwould you rate your ability to use _
coruter prts (e, mouse keyboare)? Hexcellet D good D far D poor

10 How long have you been Ieammg or ,
working with a computer? Dyr[egrrgthan8 I SByeas' [ dyeas D}Iﬁthanl
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Below are a series ofstatements. There arenoc rr%ct answers to these statements. The are
desrgne topermrt ou fo Indicat teextené ? a% r disagree with the ide Ipressed
Place ONLY NE Heckmar In the hox under the Iabe which 15 closest toyour agreement o
disagreement with the statement.

Srongly  Slightly ~ Slightly ~ Strongly
aree agee  disayee  dlisagree

n. | think working with a computer is enjoyable and stimulating, D L 0 i

12.1 feel tense whenever | amworking ona computey.

13 The challenge of solving problerms wath a computer docs not appeal to D-_ Dn D?;,' |
Y \n/serking With a computer does not rreke me feel nervous at all D D 0 i
15.1think the computer is useful to myjob. 0 3 D
16.1alweys experience aniety thinking that | have to st in front of a N n N n
computer terminal
171 feel aggressive and hostile towerd computers. D 0 i i
18.1eel relaxed when 1amworking on a computer, 0 0 i i
19.1look forwerd to Lsing a computer on myjob. : D ~ ¢ 0
20.1fee insecure about my computer knowlecke and ailiy : u i u
21.1 expect to have little use for computer inmy caily ife. D 0 i 0
22.1canmeke the computer do what | want it to. i 0 i i
23 Once 1start to work with the computer, 1 would find it hard to stop. D D 0 0
24 feel uneasy thinking tht | have to work on a compute. D 0 i i
25.1do not ke the computer at al, 5 n I I
26. It is easy for me to leam something new about a computey. D 0 0 i
217.1 feel computers are necessary tools in eclucational setting, D 0 i i
28. 1worry about making mistakes on the computey. 0 i i n
29, Working wath computers mekes me feel isolated from other people : D 0 i

30.1am conficent that | can leam computer skills
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This is the lastpart ofthis questionnaire. In theprovided space, please write your opinions,
comments, or suggestions about the use of computer-based tests in language testing.
Thankyoufor your corporation.
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Appendix B.

A Computer Attitudes, Familiarity, and Anxiety Scale (CAFAR)
(Thai Version)
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Appendix c.
A Reading Comprehension Computer-Based Test (RC-CBT)
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Reading Comprehension Test

Directions: Each passage below is followed by questions based on its content. After
readm%the passage, choose the hest answer to'each question. Answer the questions
on the basis of what is stated or implied in the passage.

Questions 1-9 refer to the following passage:

In personal selling, a salesperson communicates one-to-one with potential
customers to identify their needs and to line them UB with the seller’s products. The
oldest form of selling, it provides the personal link between seller and buyer and adds
tt% a fllrlm 's credibility because it allows buyers to interact with and ask questions of

e seller.
~ However, because it involves personal interaction, personal selling requires a
certain level of trust between buyer and seller -a relationship that must often be
estahlished over time. Moreover, because presentations are generally made to only
one or two individuals at atime, personal selling is the most expensive form of

(10) promotion per contact. Expenses may include salespeople’s compensation and their

(15)

overhead, usually travel, food, and lodging. Indeed, the average cost of a single
industrial sales call has been estimated at approximately $290. _
~Such high costs have prompted many companies to tom to telemarketing:
usmg telephone solicitations to perform the personal selling process. Telemarketing
can be used to handle any stage of the personal selling process or to set up
appointments for outside salespeople. For example, it saves the cost of personal sales
VIsits to industrial customers. Each industrial buger requires an average of nearly four
visits to complete a sale; some companies have thus realized savings in sales visits of
$1,000 or more. Not surprisingly, such savings are stimulating the remarkable growth
of telemarketing, which sold over $300 billion in goods and services in 1998. Experts
%Bgct nearly 5 million more people to be employed in telemarketing by the year

1. What is the main idea of this passage?
A)  the growth of telemarketing
B)  the cost of the selling promation
C)  the promotion of personal selling.
D)  the oldest form ot selling promotion

2. According to the passage, telemarketing was all of the following EXCEPT
A)  Itsaves expenses on sales visit.
B)  Most buyers prefer teIemarketmq._
C)  Itcanbe used at any stages of selling.
D)  Experts expect more growth in the future.

3. “It"inline 3refersto
A)  telemarketing
B) sellers’ loroduct
C)  personal selling
D)  customers’ need
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4, “Individuals”™ in line 9 refers to

A)  sellers
B)  buyers
C)  experts
D)  dealers
5. Which of the following is closest in meaning to “lodging” in line 11?
A)  clothing
B)  refreshment
C)  transportation
D)  accommodation
6. Which ofthe following is closest in meaning to “prompted” in line 13?
A ur(]]ed
B)  delayed
C) threatened
D)  obstructed
di

Itis the oldest form.
It provides personal link.
Salespeople trust their customers,
cp)  Salespeople will receive higher bonuses.

1. Accor A>ng to the passage, what is the advantage of personal selling promotion?
B

8. Which of the following can best be inferred from the passage about telemarketing
after the year 20057
A)  Itwill continue to grow.
B)  Itwill decrease in %rowth. _
C)  Itwill terminate other forms of selling.
D)  Itwill be replaced by anew form of selling.

9. Which ofthe following best describes the tone of the passage?

A)  doubtful

B) insulting

C) informative

D)  congratulatory

Questions 10-17 refer to the following passage:

Kuala Lumpur: Malaysia will not chang_e the_r_inggit’s five-year-old peg to the dollar
because it has provided stability and predictability for businesses, Prime Minister
Abdullah Ahmad Badawi said uesda?]/.
“If after fundamental changes happen around us, or the world over, then of
course we have to reconsider. We are not dogmatic ahout this, we are not saying it
will be there forever,” he told reporters in Putrajaya, outside the capital Kuala
Lumpur. “At the moment, it provides stab|I|t?/ and also helps Pred|ctab|l|ty. _
~Malaysia fixed its currency at 3.80 to the dollar in Sept. 1998 to stem a fight of
capital during the Asian financial crisis. The move has given the central bank room to
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cut interest rates to a record low and fuel recovery in an economy that may expand by
6 percent this year. o _ _

This is the second time in a week that Abdullah has tried to quell speculation
the government_ma?]/ review the currency peg this year. Last week, Trade Minister
Rafidah Aziz said the government was monitoring the dollar’s decline against the yen
a?fd ttheoI euro and may review the peg in the event that Malaysia’s competitiveness is
affected.

The ringgit has tracked the dollar’s 22 percent slide against the euro and 10
percent drop against the yen over the past year, making Malaysian goods cheaper in
overseas markets. Exports in November rose at their fastest pace in nine months.

“You have to be very careful -the word peg itself says that it’s going to be for
avery long time,” YTL Corp.’s managing director, Francis Yeoh, said at the same
conference. “Ifyou keep re-pegging itin a whimsical manner, you are actually
mtroducm% alot of instability.” _ _ _

Malaysia’s fixed exchange rate has outlived those introduced in the past
decade by Russia, Argentina and Turkey.

10. What is the topic of this passaFe?
A)  Trade Minister’s policy
B)  YTL Corp’s profitability
C)  Ringgit's pegging system
D)  Prime Minister’s prediction

11, Which of the following is the closest in meaning to “quell” in line 127

A)  stop

B) start

C) increase

D)  decrease

12. The word “P_eg”.in line 20 could best be replaced by

A)  Tixation

B) flotation

C)  opposition

D) termination

13. What can be inferred from what Francis Yeoh has said?
A)  Pegging s safe,
B)  Peggingis useful,
C)  Pegging can be risky.
D)  Peggingcan be illegal.

14. Where are you most likely to find this type of passage?
A)  daily newspaper
B)  finance texthook
academic journal
CD)  monthly magazine
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15, Whi(':Ar\l ofthe following is the closest in meaning to “whimsical” in ling 22?

odd
B) stable
C)  normal

D)  predictable

16. Which of the following is NOT mentioned by Prime Minister Abdullah Ahmed
Badawi?

A)  The Ring?it employed pegging system.

B) Itistimeto remove the pegging System.

C)  The Ringgit has been pegged for s years.

D)  Pegging system yields stability to the Ringgit.
17. The purpose of this Rassage_is to

A) " explain the pegging system

B) declare the using o pe_ggmg% system

C)  announce the termination o7 pegging system

D)  report different perspectives on pegging system

Questions 15-26 refer to the following passage:

~More than half of the world population and over 50 % of Asians consume rice
as their staple food, because rice contains carbohydrate about 70-s0 % of what has
been the important source of body energy. In addition, there are also protein, fat,
fiber, vitamin B1, vitamin Bz, niacin and minerals like sodium, potassium, calcium,
phquhorus, magnesium, iron, zinc, copper and etc. White rice that is usually
polished in the mill to make it look white and clean can be kept for a long time and
cooked eaS|I?/. Brown rice is unpolished and still contains seed coat membrane or
fiber that helps food digestion and decreases risk of carcinoma of colon. Furthermore,
the rice embryo is rich in vitamins and minerals. _ _ _
~Riceisakind of crops in the same family as grass. Glutinous rice or sticky
rice is local Thai rice which is grown alpn? both sides of Mae Khong River since the
ancienttime. This species of rice was first found in a cave in the north eastern.
Thailand over 3,500 years ago. Non-glutinous rice, on the other hand, was believed to
be originated from South Asia. Afterwards, it has been cultivated in Thailand where
there 15 a lot of fertile land. Nowadays, there are more than s so0_strains of Thai rice.
More than half of all agricultural areas in Thailand or aboutso million Rais (« Rai =
1,600 S0.m) is still occupied by rice field producing 20 million tons of paddy annually
which is worth more than 100 000 million Baht a year. The surplus from domestic
rice consumption which is about 20 % of the total production is exported to more than
100 COUNtries annIg with other exported food. Hence, Thailand is an important source
of food of the world. . _

~ Thairice, especially “Khao Horn Mali,” is famous for its softness and

delicacy. The good smell and taste ofthis fragrant rice helps Thailand to become the
most famous country in developing and producing ?ood quality rice. The demand for
high quality Thai rice is, thus, long-lasting and worldwide.



15. What is the topic of this passage?
A)  ThaiRice
B) Rice History
Rice Varieties
D)  Rice Consumption

19. According to the passage, which of the
A)  healthy
Bi nutritious

C)  inexpensive
D)  easy to cook
20, “It”in linels refers to
A)  the mill
B) therice
C)  the food
D) the field
21. Which of the following is closest in me
A)  cancer
B)  migraine

high blood pressure
D)  stomach inflammation

22.The word %Iutmous in line 10 could 1
thin and long
B thick and glue
small and white
D)  brown and sweet

. Which ofthe foIIowmﬁ can best be inferred from the passage?
A)  Thai rice is healthy and in demand.
B)  Wild rice is grown along both sides of Mae Ping River.
C)  Sticky rice is believed to be originated from South Asia.
D)  Thairice contains minerals that might cause carcinoma of colon.

It inline 14 refersto

A)  wild rice

B)  sticky rice

C)  brown rice

D)  non-sticky rice

25. Accordmg to the pass F?e what is the area occupied by rice field in Thailand?

50 million Rais

B 160 Million Rais
s00 Million Rais

D) 1500 million Rais
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26. Which of the following best describes the tone of the passage?
doubtful
B)  skeptical
C)  indifferent
D)  supportive

Questions 27-36 refer to the following passage:

Ever ¥ear nine million more girls than boys are shut out of an education
worldwide. A total of es million girls never see the inside of a classroom.
~ There is no shortage of evidence that |nvest|n([1 in ?wls’ education is one of the
best investments a country can make. Yet, despite all that we know, the world is in
danger of failing to meet a simple goal for 2005 : to make Sure that as many girls as
boys are inschool. _ o _
|t would be difficult to overstate the benefits of educating girls’ confidence
and earning power. They are better able to protect themselves from disease, including
AIDS, which in some countries of sub-Saharan Africa is affecting adolescent girls six
times more than adolescent boys. _ _ .
~Educated girls and women have safer.FregnanCIes, are less I|kel¥ to die in
childbirth and more likely to have healthy children. They are more likely to ensure
that their own sons and daughters finish School, giving tfiem a chance to"escape a life
of poverty. . | o
I essence, getting girls as well as boys into school is the linchpin of all other
development efforts. _ ; o
~Unless all children get a basic education and unless we begin with girls, there
IS little reason to expect prp%ress toward eradicating extreme Poverty and hunger,
reducing the number of children who die before their fifth birthday, and fighting
diseases like AIDS or improving maternal health, _ _
The sooner countries treat education as a basic human right and not somethmﬂ
to be funded optionally after their other budgetary needs have been met, the sooner a
children will benefit. _
~ Governments could remove school fees and other charges, one ofthe mafor
barriers for children from Poorfamllles, articularly for girls, heX could invest in
sanitation facilities, so tha (?'”S- are not deterred from attending school bKa lack of
separate toilets. They could build smaller, multigrade schools closer to the homes of
boys and girls who féar for their safety in getting'to school or are simply unable to
travel the distance. They could develop programs to change the attitudes of parents or
community leaders who do not see the value of educating all children.
~None ofthe worla’s wealthier countries developed without making a
significant investment in education. So why haven’t they seen fit to make the same
investment in developing countries? Total aid to developing countries declined
during the 1990, and hilateral funding for education plummeted even further,
_ UNICEF’s fla({shm report, “The State of the World’s Children,” calls for
increased international funding, with 10 percent of official aid going to basic
education. Programs that focus on ending school fees for all children and bringing
down the barriers faced foremost by qwls should be given priority. o
The math is 5|mP_Ie: Ensuring that all boys and girls get a'hasic education will
cost money. Not educating them is costing much more.



27. What is the main idea of the passagie?

A)  Getting girls into school is crucial.

B)  Basic education breaks the cham.ofﬁpverty.

C)  Basic education is obstructed bY its high costs.
D)  Public health can be promoted through basic education.

28 Which of the following is closest in meaning to “adolescent” in line ¢ ?
oor
B Peenage

C)  naught
D homgeleyss
29. “Poverty” in line 1« means being extremely
A) "~ poor
B)  wealthy

C) protected
D)  dangerous

30. Which ofthe following is closest in meaning to “eradicating” in line 15?
A electmlg

B)  promoting

preserving

) eliminating

31. According to the passage, how should countries treat education?
A) asanextraoption
B)  asabasic need for girls
C)  asarequirement for parents
D)  asafundamental human right

32. Atwhat point in the passage does the author mention the high number of
uneducated children?

A) lines -

B) liness-1o
C) lines 1214
D) lineSzs-25

3

w

. “They”inline 32 refersto
A) all giovernments
B)  UNICEF’s staff
C)  wealthier countries
D)  developing countries

34, Which ofthe following is closest in meaning to “plummeted” in ling s« ?

A)  fell

B)  pulled

C)  sustained
D)  increased




35. It can be inferred from the passage that
A)  small multigrade schools are plentiful
B gwls have sufficient maternal education
C oys have sufficient maternal education
D)  toputall children into schools is expensive

36. Which ofthe following best describes the tone of the passage?
A)  doubtful

B)  skeptical
C) indifferent
D)  convincing
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Appendix D.

The RC-CBT Application

READING TEST

Login : Type your name , lastname and your StudentID

Name b or |
Lastaame

ShideiitCD

MainMenu
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READING T MEIEEMEEEEEKERERRE
PASSAGE 1

Si personal sell!r?, a salesperson communicates S
one-fo-one with potential customers to identify their
needs and to toe them up wath the seller's products. The
oldestform of selling, it provides die personal link

5 between seller and buyer and adds to a firm credibility
becayse it afows buyers to interact with and ask
Questions ofthe eller.
_However, because it involves personal
interaction, personal sellingrequires a certain level of trust

10 between buyer and seller- relationship that must often Questions 1-9 referto passage 1.
be establistied overtime, Moreover, because . . :
presentations are generallymade to onfy one or two Click -next" for question 1.

Individuals at a tirne, personal sellingis the most expensive
form of promotion per contact. Expenses may include

15 saIesFeopIe’ compensation and fiteir overhead, usually
travel, food, and Iodggﬂ Indeed, fee average cost ofa
single industrial sales call has been estimated at ]
apprOX|mateI¥]j$290. _

Suchhigh costs have promﬁted many companies

20 to tum to telemarketing; Using telepnone solicitations to S 3ilISr
performthe personal Selling process.  Telemarketing can .
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to personal sellgn?, a salesperson communicates
one-to-one with potential customers to icentify their
needs andto toe diemup with the seller's products. The “
oldest form of setting, it provides the personal ink
5 between seller and buyer and adds to,a film's credibility S einlied easto
because it allows buyers to interactwith and ask It :
Questions ofthe seller.
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10 between bugler and seIIerr[g a r%latlonshlp that must often telemerketing
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Individuals at a time, personal sellingis the most expensive
form of promation per contact. Expenses may indude

15 salesi)eople’s compensation and their overhead, usually ¢ I personal eing
travel, food, and Iodgg};l. Indeed, the average cost ofa , ,
single industrial sales call has been estimated at ) "r.tomers’ needs ]
approximately $290. _ .
Suchhigh costs have promﬁted Mmany companies Your answer is A.
20  totumto telemarketing: using telep o s

| one solicitationsto |
performthe personal Sellingprocess. Telemarketing can
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Appendix E

Letter to Dhurakij Pundit University
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Appendix F.

Item Analysis of the Pilot study

[tems inthe  Itemsinthe  Difficulty Delta Discrimination Biserial
Pilot Study ~ Main  dy Indice/IF Indice/ID Correlation
Coefficients
1 1 0.516 12.80 0.375 0.472
2 2 0.387 14.19 0.625 0.745
3 3 0.581 12.15 0.750 0.617
4 4 0.484 13.20 0.375 0.422
5 5 0.355 1453 0.625 0782
6 0.032 20.43 -0.125 -0.328
1 6 0.516 12.80 0.625 0.491
8 1 0.452 13.53 0.750 0.646
9 8 0.548 1247 0.750 0.717
10 9 0.710 10.75 0.500 0.565
1 10 0.645 11.47 0.875 0.498
12 0.323 14.88 -0.125 -0.200
13 1 0.710 10.75 0.375 0.432
14 12 0.323 14.88 0.500 0.599
15 13 0.484 13.20 0.750 0.694
16 14 0.226 16.05 0.500 0.811
17 15 0.387 14.19 0.375 0.428
18 16 0.290 15.25 0.375 0.613
19 0.839 9.01 -0.250 -0.257
20 17 0.710 10.75 0.375 0.410
21 18 0.613 11.81 0.250 0.395
22 19 0.677 11.12 0.375 0.361
23 0.774 9.95 0.125 0.116
24 20 0.419 13.85 0.875 0.779
25 21 0.226 16.05 0.625 0.774
26 22 0710 10.75 0.250 0.388
27 23 0.581 12.15 0.625 0.509
28 24 0.323 14.88 0.375 0.525
29 25 0.806 9.50 0.625 0.585
30 26 0.323 14.88 0.750 0.861
A 27 0.290 15.25 0.500 0.723
32 28 0.419 13.85 0.500 0.523
33 29 0.226 1605 0.750 0.971
34 30 0.290 15.25 0.625 0.888
35 3 0.226 16.05 0.625 0.885
36 32 0.355 14,53 0.750 0.671
37 0.484 13.20 -0.250 -0.161
38 33 0.323 14.88 0.625 0.504
39 34 0.581 12.15 0.750 0.667
40 0.161 16.99 0.125 0.123
41 35 0.258 15.64 0.500 0.867
36 0.323 14.88 0.750 0.872
ALPHA = 0893 SEM-ALP=2717
RTT=0872 SEMIT=297
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Appendix G.

Data Analysis of the High Ability Group

Collinearity Diagnostics

Condition Variance Proportions
Model Dimension Eigenvalue Index (Constant) ATTIHIGH ANXIHIGH
1 1 3.937 1.000 .00 .00 .00
2 5.076E-02 8.807 .00 .03 17
3 1.037E-02 19.481 .00 .34 018
4 1.720E-03 47.842 1.00 .64 .83

a. Dependent Variable: CBTHIGH

Casewise Diagnostic#

Predicted
Case Number std. Residual CBTHIGH Value Residual
5 -3.295 17 24.89 -7.89

a. Dependent Variable: CBTHIGH

Residuals Statistic#

Minimum Maximum Mean Std. Deviation N
Predicted Value 16.40 24.89 22.17 1.885 30
Residual -7.89 4.30 .00 2.268 30
Std. Predicted Value -3.060 1.445 .000 1.000 30
Std. Residual -3.295 1.797 .000 .947 30

a. Dependent Variable: CBTHIGH

FAMIHIGH
.00

.05
73
2
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Partial Regression Plot
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Appendix H.

Data Analysis of the Average Ability Group

Collinearity Diagnostic#

Condition Variance Proportions
Model  Dimension  Eigenvalue Index (Constant) ~ ATTIMID ~ ANXIMID ~ FAMIMID
1 1 3.954 1.000 00 00 00 00
2 3.276E-02 10.987 00 03 34 07
3 1 161E-02 18.456 .00 23 01 65
4 1.570E-03 50.179 1.00 74 65 28
a. Dependent Variable: CBTMID
Residuals Statisticsl
_ Minimum ~ Maximum ~ Mean  Std. Deviation N
Predicted Value 13.10 22.14 18.00 1.920 30
Residual -6.60 4.17 00 2.429 30
std. Predicted Value -2.552 2.157 .000 1.000 30
std. Residual -2.572 1,625 .000 947 30

a. Dependent Variable: CBTMID

Histogram
Dependent Variable: CBTMID

Frequency

0
-250 -200 -150 -1.00 -50 0.00 50 1.00 150

Regression standardized Residual
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Normal P-P Plot of Regression standardi
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Appendix I.

Data Analysis of the Low Ability Group

Collinearity Diagnostic#

174

o _ Condition Variance Proportions
Model Dimension  Eigenvalue Index (Constant& ATTILOW  ANXILOW
1 1 3921 1,000 0 00 00
2 6.623E-02 7,694 00 03 22
3 1.077E-02 19:076 00 39 00
4 2.391E-03 40.495 1.00 58 78
a. Dependent Variable: CBTLOW
Residuals Statistics1
_ Minimum ~ Maximu Mean _ std. Deviation N
Predicted Value 9.38 16.34 1307 172 3
Residual -4.85 5,61 0 2421 30
std. Predicted Value ~ -2.142 1.902 000 1.000 30
std. Residual -1.896 2.196 000 47 Rl

a. Dependent Variable: CBTLOW

Histogram
]ZDependent Variable: CBTLOW2

Frequency

Regression standardized Residual

FAMILOW
00
03
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Appendix J.

Data Analysis of the Combined Ability Group

Collinearity Diagnostics

- Condition Variance Proportions

Model Dimension Eigenvalue  Ingex (Constan(t} ATTICOMB ANXICOMB -AMICOMB
1 1 3937 1.000 0 00 00 00

2 4.955E-02 8.914 00 03 24 05

3 113302 18,643 00 32 00 74

4 2.054E-03  43.784 1.00 65 16 22

a. Dependent Variable: CBTCOMBI
Residuals Statistics1
, Minimum ~ Maximum ~ Mean_  Std. Deviation N

Predicted Value 1241 21.95 1774 2.081 90
Residual -397 1054 00 4.300 90
std. Predicted Value ~ -2562 2.020 000 1.000 9
std. Residual -2.051 2409 000 983 90

a. Dependent Variable: CBTCOMBI

Histogram
Dependent Variable: CBTCOMBI

Frequency

-2.00 -1.50 -1.00 -50 0.00 .50 1.00 150 200 250
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Appendix K,

T-Test Analysis

CBT Scores

High and Average Ability Groups
Independent Samples Test

LfeeVsT}grs ttest for Equality of M
tior -test for Equality of Means
[ances

FSig. df Sig, 82 Mean  std, Error - 95% Configence

talled) Difference Difference  Interyal of the

Difference

Lower  Upper

CBT E ulglnces 234 630 5338 58 000 417 181 2.604 5729
assumed

Equal 0338 57.863 000 417 181 2.604 5729
variances

not

assumed

High and Low Ability Groups

Independent Samples Test

VENe's _
eS|t or t-test for Equality of Means
Flan es
F oot ean Error 95% Confidence
50 Iegi% Difference ference In% al o?the
Ifference
Lower UE
CBTE Lilglnces 001 969 11.908 58 000  9.10 164 7570 10.630
assumed
Equal 11,908 57.997 000  9.10 164 7570 10.630
\Agtlances

assumed
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Average and Low Ability Groups

Independent Samples Test

Levene's

Test for t-test for Equality of Means
Equality of
Variances

F o Sig.  t df  Sig. (2-  Mean std, Error ~ 95% Confidence
talled) Difference  Difference  Interval of the

Difference
Lower  Upper
CBT Equal 262 611 6.298 58 000 4.93 783 3.365 6501
variances
assumed
Equal 6.298 57.900 .000 4.93 783 3.365 6.501
variances
not
assumed

Attitude Scores

High and Average Ability Groups

Independent Samples Test

Levene's

Test for . i

Equality of t-test for Equality of Means

Variances

F o Sig. df  Sig. (2-  Mean std. Error  95% Confidence
talled) Difference  Difference Interval of the

Difference
Lower  Upper
ATTI Equal 2.752 103 .883 58 381 87 981 -1.098 2.831
variances
assumed
Equal 883 53.500 .381 87 981 -1.101  2.834
vaqlances
no

assumed



High and Low Ability Groups

Independent Samples Test

Levene’s

Test for t-test for Equality of Means
Equaltlty of ety
Variances

Fosig. df  sig. (2-  Mean std. Error
tailled) Difference  Difference

ATTI Equal 307 582 .866 58 390 1.00 1.155
variances
assumed
Equal 866 57.726 .390 1.00 1.155
variances
not
assumed

Average and Low Ability Groups

Independent Samples Test

Levene's .

Tesll_for t-test for Equality of Means

Equality of

Variances

F o Sig. t df  Sig. (2-  Mean Std. Error
talled) Difference  Difference

ATTI Equal 5172 027 .130 58 897 13 1.027
variances
assumed
Equal 130 51.609 .897 13 1.027
variances
not
assumed

182

95% Confidence
Interval of the
Difference
Lower  Upper
-1.312 3312

-1.312 3312

95% Confidence
Interval of the
Difference
Lower  Upper
-1.922  2.189

-1.928  2.195



Anxiety Scores

High and Average Ability Groups

Independent Samples Test

Levene's

Test for t-test for Equality of Means
Equality of
Variances

F o Sig. df  Sig. (2-  Mean std, Error
tatlled) Difference  Difference

ANXI Equal 006 .940 -.433 58 667 -40 924
variances
assumed
Equal -433 57751 667 -40 924
variances
not
assumed
High and Low Ability Groups
Independent Samples Test
I.Tevetnfe's ; P
est for \ Equali M
Equaliy of t-test for Equality of Means
Variances

FSig. t df  Sig. (2-  Mean Std. Error
talled) Difference Difference

ANXI Equal 2.030 .160 .440 58 662 A7 1.062
variances
assumed
Equal 440 55940 662 A7 1.062
variances
not
assumed

183

95% Confidence
Interval of the
Difference

Lower
-2.251

-2.251

Upper
1.451

1.451

95% Confidence
Interval of the
Difference

Lower
-1.658

-1.660

Upper
2.592

2.593



Average and Low Ability Groups

Independent Samples Test

[_OVgpiO'g
Test. for t-test for Equality of Means
Equaltit)(/)of ey
Variances
F oo Sig. df  Sig. (- Mean  std. Error
talled) Difference  Difference
ANXIEqual 2,530 117 837 58  .406 87 1.035
variances
assumed
Equal 837 54477 406 87 1.035
variances
not
assumed

Familiarity Scores

High and Average Ability Groups

Independent Samples Test

I_Tevetr}e's for Equality of M
Est1or t-test for Equality of Means
Equality of quaty
Variances
F o Sig. df  Sig. (2-  Mean std. Error
talled) Difference Difference
FAMI Equal 186 .668 -985 58 329 -1.03 1.049
variances
assumed
Equal -985 57.101 329 -1.03 1.049
variances
not

assumed

184

95% Confidence
Interval of the
Difference
Lower  Upper
-1.205  2.938

-1.208 2941

95% Confidence
Interval of the
Difference
Lower  Upper
-3.134  1.067

-3.135  1.068
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High and Low Ability Groups

Independent Samples Test

Levene's

Test for t-test for Equality of Means
Equality of
Variances

FoSig. df  Sig. (2-  Mean std. Error  95% Confidence
tailed) Difference Difference  Interval of the

Difference

Lower  Upper

FAMI Equal 024 877 185 58 854, 20 1.083 -1.968 2.368
variances
assumed

Equal 185 57.813 .854 20 1.083 -1.968 2.368
variances

not

assumed

Average and Low Ability Groups

Independent Samples Test

Levene's

Test for t-test for Equality of Means
Equality of
Variances
F o Sig. t df  Sig. (2-  Mean std. Error ~ 95% Confidence
talled) Difference Difference  Interval of the
Difference
Lower  Upper
FAMI Equal 451 505 1212 58 230 1.23 1.017 -803  3.269
variances
assumed
Equal 1212 57.7124 230 1.23 1.017 -803  3.270
variances
not

assumed
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