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C onclusion

The dissertation  showed the problem  of incom plete time-series prediction by modelling 
the forecasting of several n atu ra l and social phenom ena. The modeling consists of two 
m ain steps. The first step is to  estim ate the collected incomplete d ata . T he second 
step is to  predict the new d a ta  based on the n atu re  of the d a ta  obtained from the first 
step. O ur solution is to  develop a new neural network model for forcasting incomplete 
tim e-series d a ta  and improve the accuracy of prediction. Two neural network models are 
proposed. There are FI-G EM  network and RM D-FSE network. For FI-GEM  network, 
various versions of EM -based algorithm  and sm oothing spline interpolation  are used to  
preprocess the incom plete d a ta  sets. The individual networks are tra ined  by supervised 
multilayer perceptron(M L P) w ith extended K alm an filtering [25]. T he ensemble con
struction  [24] is used for the  com bination of the  individual networks. For RM D-FSE 
network, we present an approach th a t  uses several EM -based algorithm s as well as a 
sm oothing spline interpolation  and fc-segment principal curves to  fill in the  missing data  
values. Each individual network uses a  F in ite  Im pulse Response m odel [26] to  perform 
the  prediction. T he o u tpu ts of all individual neural networks are com bined by the ge
netic algorithm -based selective neural network ensemble m ethod (GASEN) [27]. We 
evaluated the  accuracy of prediction w ith  a  perform ance index which m easures the ac
curacy of prediction for the desired network w ith  respect to  the individual networks. We 
conducted our experim ents using M ackey-Glass chaotic time-series, the  annual sunspot
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and the daily gauge height d a ta  collected a t the  Ban Luang gauging sta tion , Mae Tun 
stream , P ing river, Thailand. O ur results show th a t  bo th  of FI-G EM  and RM D-FSE 
outperform  each individual network, and b o th  of them  are proposed for highly accurate 
incom plete tim e-series prediction. O ur cited reference [28] showed th a t  our concept is 
p ratical and be used as the real world applications.

There are some lim itations of b o th  of FI-G EM  and RM D-FSE network. F irst, using 
an ensemble of networks increase the com putational resources needed. Secondly, while 
the quality  of the  ensemble o u tp u t is b e tte r th an  th a t  of the individual networks, it can 
only be improved by having b e tte r individual networks. Thus, we have the fu rther work 
for improving the  accuracy of the im puta tion  of incom plete data.

A new m ethodology (the W DC algorithm ) for the p a tte rn  characterization, and the 
im putation  of missing sam ples is proposed. T he m ain idea is the tim e-series d a ta  are 
divided into separate subsequences of different sizes and, therefore, each subsequence 
can be viewed as a window. The im putation  of missing samples is achieved by finding 
a com plete sub- sequence sim ilar to  the  missing sam ple subsequence and  im puting the 
missing sam ples from this com plete subsequence. This m ethodology has been applied 
to  four cases studies such as: M ackey-Glass chaotic time-series, the  sunspots data , the 
daily gauge height a t Ban Luang gauging sta tion , Mae Tun stream , P ing River, T hai
land and the  air tem peratu re  a t Nakhon R atchasim a province, Thailand. We evaluated 
the accuracy of estim ating missing values w ith  an im putation  perform ance index which 
measures the  accuracy of estim ating missing values for the W DC algorithm  and the 
desired m ethods. O ur experim ents showed th a t  the  im putation  accuracy of W DC al
gorithm  can be com parable or b e tte r  th an  the  others trad itional m ethod  such as: the 
spline interpolation, the m ultiple im puta tion  (MI), and the OCSFCM  algorithm . In case 
of the non-stationary  time-series, especially the  real-world problems, our results showed 
th a t W D C outperform s its com petitors.
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Two im portan t issues concerning the  proposed (W DC) algorithm  is discussed. The 
first issue concerns the lengthy tim e for finding an appropriate partition ing  window 
size. The second issue concerns th e  percentage of missing values and  the  appropriate 
size of partition ing  window. T he higher percentage of missing values implies the  more 
robustness of the  algorithm  in term s of estim ating precision is confirmed. Then, a 
solution for reducing tim e of the  W D C  algorithm  is, an acceptable upper lim it of segment 
length is observed from our experience.

A lthough those previously fill-in techniques are efficient, all of them  m ust be based on 
several prior assum ptions and  predefined param eters such as the d istribu tion  function of 
d a ta  (in case of various version of EM  technique), the num ber of centers (in case of fuzzy 
C-m eans), and the  order of the  in terpolating  polynom ial (in case of fitting  curve). A 
large num ber of trials m ust be conducted to  ob tain  a set of acceptable assum ptions and 
param eters. Since the actual n atu re  of the  d a ta  are not com pletely known in advance, 
making some assum ptions on the  given d a ta  is still a  m ust. W ith  th is fact, the  idea of our 
approach is based on only one assum ption. T he assum ption is from the  observation th a t 
natu re  phenom enon can repeat itself several tim es w ith sim ilar characteristics. Hence, 
some missing d a ta  in a phenom enon can be im puted by searching and  com paring w ith 
some o ther sim ilar phenom ena. This approach is appropriate for im puting the missing 
tim e-series data .

O ur ongoing work includes th e  following. In C hapter 4, the way to  reduce com puta
tional tim e of th e  proposed algorithm  should be improved. There are two possible future 
im provem ents. F irst, the  im puting missing values a t various segment lengths should be 
done in parallel. Second is the m athem atical sim ulation or the optim ization  technique 
should be used in finding an appropriate  partition ing  window size. Moreover, the on
line im puta tion  of incom plete d a ta  for the  real world application is really concerned 
especially th e  clim ate and hydrological applications.
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Finally, the  m ajor advantage of th is  work is th a t  we get a new technique of managing 
incom plete d a ta  and a new model for incom plete tim e series prediction w ith higher 
accuracy th an  the  current prediction techniques. This work can be used in the real 
world applications.
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