CHAPTER II

LITERATURE REVIEW & PROXY SERVER

2.1 Introduction

Thi chart)ter IS d%lscnbed technrcal WhICh are the feature of HTTP and TCP

E e et Lise Wide Wen, lrI[Aserver loyment, and the
Imulation_ test of The MODEL DRIVEN SIMULATION ORLD- WIDE
WEB CACHE POLICIES.

2.2 HTTP: Hypertext Transfer Protocol

I\-le&e rtext Tr. Protocol Iso called HTTP, Is the basic protocol for the World
03 |c |ss drefer to as the Wep. Inthis chapter we examine
this protocol and the operation o server

Statistic fromNSGnet hackione (Table 2.1) shows the incredible growth in
HTTP usage since January 1994,

Table 2.1 Packet count percentage for various pratocols on NSFnet backbone

Monthly HTTP  NNTP  FTP Telnet  SMTP  DNS Pal%kgts
x 1UE

19%Jn 1% 88% 204% Bd% 7% 58% 0%
1994 Apr - 28 9.0 200 132 84 5.0 n
1993 45 106 198 139 15 53 4
1990t 70 98 197 126 61 54 100
199% Jan 131 100 188 104 14 54 67
19% Apr 214 81 140 15 64 54 59

The packet countl calculated in these ercenta es
mcreasesp%r)lir ¥

L te rcent e
FIP an Telnet percentages ecrease.” It notedt at the oa numoer
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of packets increased through 1994, and then started to decrease in 1995, The packet
percentage is still valid, and shows the growth in HTTP traffic.

A simplified organization of the Web is shown in the Figure 2.1

4 ................................................................................... ’
Web Server Hypertext link | Web Server Hypertext link | Web Server
A
TCP port 80 TCP port 80 TCP port 80
TCP connect
Web Client
(browser)

Figure 2.1 Organization of Web client -server

The Web client, usually is called a bro f r, communicates with the Web._ server
usm one %r more TCP ¢0 nectlons The well-known oacket for Web server is TCP
port rotocol used by client and server t% municate over TCP connectlon
Is cal ed HI TP, the Hypertext Transfer Protocol. which Is describe hn this ch tT
also shows how a given Wep server ﬁomt to other Web servers with hypertext links.
These links are not restrlcted to pointing only to other Web servers,

Although HTTP has been in use since 1990, the first available documentatlon
ar |n 1993 ap rlatel describes HTTP version 10, b thli Internet Draft
ﬁe ong ago. Asth ne r documentation is available, though still as an Internet

One t?pF fdo yment retumed tiy a WWeb_ server tq g client is (ialled an HTTP
documen oI owe by a more getailed examma?on of the tprotoco Then look at
how apro ular browser %Netsca 3uses the protocol, some statistics regarding HTTP's
use of TCP, and some of the perf6rmance problems with HTTP.




2.3 Introduction to HTTP and HTML

HTTPis asi {JlgrPJotocol TEe client establishes a TCP connection to the server
&] 1SSUES a e ues reads back the server’s response. The server denotes the end

ItS. res onse echsmg the connection. The first retumed by the server normally
contains pointer to other files that can resice on the other server.

As with many of the Internet roto 0I an eas Wa to see what's gomsg onis.to
run a Telnet client and communicate wi ro rlat Server, Th| ble wit
HTTP because the client sends lings contamléO ASCII commands to the server’s Is
ASCII with extensions [0].

2.3.1 HTTP Protocol

- The examPIe in the Prewous section, vvlth the client | |ss ing the command GET/
IS an HTTP ve 5|% ommand. Most of server 8? |s er3| N but the curr?t
version with 1.0 the client specifies the version as par{) the request Ing, for example

Message Types: Requests and Responses.

There are two HTTP/1.0 message types: requests and responses.  The format of an
HTTP/L0 request is:

Request-line
Headers (0 or more)
<plank ling>
body (only for POST request)
The format of the request-line is;
Request request-URL HTTP version

Threg requests are supported [4];

1 Ieraeu eCs;tET request, which retums whatever information is identified by the

2. The HEAD request is sjmilar to the GET reciuest onIy the server’s heacler
Information IS, returmed, nott actual contents (the body) lf(the Specified
ocument The. request IS often Used to test yperte link for valiaity,
accessibility, and recent modification.
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In a samﬂle 500, 000 cIrent re(ruests on a bulsy \\eb server, 99.68% were GET,
5% were (5) server that acce S|oted pizza orckr,
however we woul expect a muc |gher percentage 0f POST requests

3 The POST reT1 Uest IS used for Postrng eIectronrc mall, news or sendin %forms

The format of an HTTP/1.0 response is;

Status-line

Headler (0 or more)
<lank line>

body

2.3.2 Header fields

HTTP hoth the request angl response can contain a variable numbe
header hhelds A raank“]n seéaretes tﬂe hegder frefg]s ?romt eah ¥ A hea(qer { ePJ
consists of a field name fo db aco on |r(r]ge§ sﬁace and the Tieldl value. Frﬁld
names are case msensrhve Heagers i thre cat(eéqorrs those 1
%oPny {0 requests, tose that aﬁp to res onses, and those that descriog

e heagers aplp to hoth reqliests and responses.  Those that describe the body
appear In POST request and response.

2.3.3 Response codes

The first Irne of éh% Server J respons%es called the status Irne It be%ns with the
e e St PP G o
Table. pr ?rrst ofe the meargrngs of the three digits %lrvrg ? the cocle Into one of five
general categorres

Usin a3d| It response code of this type is not an arbitr choice. We'll see
that NNTP %Iso USES these tmpof responsety Eodes 8[ a%n le 225 do other Internet
application such as FTP and S
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Table 2.2 The HTTP 3-digit numberic response code

Response Description

200 0K, response succeeded

201 OK; new resource created (POST command).
202 Reguest accepted but processing not completed
204 OK; but no content to retum

Y1 Requested resource has been assigned a new permanent URL
302 Requested resource resices temporarily under a different URL
304 Document has not been modified

400 Bad request.

401 Unauthorized, request reguwes user authentication

403 Forbidcen for unspecified reason

404 Not found

500 Internal server error

201 Not implemented

502 sBearg/e teway; Invalid response from gateway or upstream
503 Service temporarily unavailable.

2.3.4 TCP Client-Server
Qur next example of a client-server transaction application uses TCP. Figure 2.2 shows
the client program [5)]

2.3.5 Create TCP socket and connect to server

A TCP socket i § createdd%oocket and th n an Internet socket| address structure is

filled in with the JP adidress and fport number o the server. The call to conneft CaUSes
le%/Fé rs three-way han ake t0 estanlishing a connection between the client and

2.3.6 Send request and half-close the connection

The client’s O(equest IS sent to he rver |te The client theB cleses one-half
of nnectlon the direction o d?%a omte ent tot eserver lent 1S one
sendli % it passes an enc-0 dIe tlflcatl nfrm eC|e tte erve rA
connection—only one direction of ata ow |scose ThIS Is cae TCPshafc 0Se.



2.3.7 Ready reply

e R S K e

Pﬁ‘ %e reO med In one ormo¥ TCP seqments.  This e¥urnedh othec |ent
Erocefs In or\e or more reacs. urt%ermore now that when the server has sentte
omplete reﬁ]g/ fhe Server process closes the cannectron ca%srnr% Its TCP 1o send a FIN
sﬁg ent t e I |ent which is rehurned to the client process s ad returnrnﬁanend -0f-

e these details, t functr N read stream cafls read as marly times as
necessary until either the input buffer is fuI or an end-of- frfe 1S returmed by re%d

1#include  *cliserv.h
Int .
3 Tarn (int arge, char *argv{})

[* simple TCP client */
5 ruct sockaddr in serv:

b car request FREQUEST], reply[REPL
% h Slogke TREQUEST], reply[REPLY];
If (arge 1=
9 *usae tepcli <IP address of server>*):
1 rrf% Ly o PENEP B, 0y <0)
1 errsys ("socket error);
12 memiet &s 0. size0 éserv)),
13 servsin fam NET:
14 serv, srn‘a r ad r‘ |net aadr( aragFH
H o servsin Jnonsg CPSERVP
16 |f$con ct sockfd, (SA &serv sizeof(serv) < 0)
17 err sys(*connect er

%8 ﬁ!\(/)vrr rtegsgu%] re(i*est REQUESD 1= REQUEST)

20 er Sﬁs Wrife ero

) [

23 { $ ﬁeac%| stream soc@d reply, REPLY)) <0)
%é f gs e Srea ﬁ%s freply[] ..*

% exfjr 0} w

Figure 2.2 TCP transaction client
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L#include  “cliserv.h”

2nt

3 read stream (int fdl, char *ptr, int maxbytes)
é{ ir]t nleft, nread;

9 Whne (nleft yt0

8 |f%nred reat)t({d ptr, nleft)) <0)
9 retm(nrea

10 else |f£re ::O)

1

12 nIeft =

13 r+ n

% return (maxbytes nleft ),

Figure 2.3 TCP transaction client

These are other ways 1o delrneate records when a stream rotocol such as TCP i |§
used. Man?/ nternet appli trrt)ns (FIP, S Jtermrnamﬁe recor

Wrthacarr eretum d line ee? Others DNSR (? P ce1q h recor a fixed-
Size record eg Ino rexam e We Use CPsan -0f-i eFIN SINce we send
only one request from the clierit fo the server, and one reply also uses this

technique ﬁrth its cata connection, to tell the other nd When the end-of-file 1
encountere

2.3.8 Create listening TCP socket

A TCP sacket is created and the server’s well- nd to the socket.
As wrth the UDP server, the TCP server% tigthemm V\Mo It focaFlP adrﬁress e
call to |sten makes the socket a |sten|n socket on wh |ncom|n%]connect|ons will

accente , and the second ar umenﬁ MAXCONN specrfres the Mmaximum numoer of
pending connections the kernel will queue for the socket.
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1#include  “clisev.h”
2 Int

4 { [* simple TCP server */

irt onpl/'Qrirlr in

6 chér re uesth k%)UESTherepIy[REPLY]

Int liste
If Ilsstsen%iOC Se(%cekrert $PF INET, SOCK_STREAM, 0)) <0)
10 mem et [&serv, 0 s?z of (serv);
serv.sin family = AR INE

IV, S|rraddrs addr= hton (1 4ENADDR ANY);

?rv5|(r] rt = htons, (TCP r 1?

SbmS |S}:re]nfg|rr SA)&serv sizeof (servfj < 0)
gg ~ten tende \IAXCONN) <0)
C

COO00—]

GIREORE=

r»%s Hlisten error);

I f
| ?s%c (Iizeoacgefrrglssenfd (SA) &clilen)) <0)

{ $ L §e38;§ rteam()sockfd request, REQUEST )) <0)

? ncig ggeckfg)%% ?f reaéjestg)and create 1 ﬁplyn */

I'Ite errg#

OO

close Scokf
}

}
Figure 2.4 shows the TCP server

2.3.9 Accept a connection and process request

The server blocks in the call to acce Pt until a connection is eﬁ%bhshedb the
client’s.connect. The new socket descriptor refumed by acc gpt socktd. refers t0 the
connectl%n to the client. The client’s request IS read by read”stream and the reply IS
returned by write.

With TCP the cllentsme ured tran (? tion t|me lsatleaﬁIZX RTT + SPT th
mi m ar ?rm Flou itional RTT In this example is_from ¢
est ent of the T conne n the flrst two segments that we show In Flgure 25



B
SErver’s rep m]e Server s FIN,

client

%omblne the establishment of the connectlon With
{ four segments from the

We Womd% Ea(,‘l‘gto tr

server

network
function kernel function kernel
4§ socket
| bind
i listen
sockel ‘:» sleep accept
connect __j sleep SYN
return | wakeup ACK of SYN
write
£ Data
shutdown (request)
read F sleep WAKEUR: . TEMUD
IN $ Return (data)
& Read (EOF)
ACK of data, FIN
Process
request
write
close
Return (data) wakeup
Read (EOF) ACK of data, FIN

Figure 2.5 The transaction time of RTT + SPT

15

he client’s data and the
the fi ureb angl then, combine the
sactiontime of RTT + SPT.

RTT

veRTT

SPT

RRTT
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24 TCP'sTIME WAIT State

TCP requires that the endprornt that sends the frrst FIN, which in our example is
teclent must remain In the dte for tvvlce the maX|mum 5 ment
Ifetime AI(YI once the connectron |s CO'HE etely closed by _hoth ens
recommenced, value for the MSL |5 120 seco |mI|n al E WAIT eIa
rﬂlnutes V\/hlei e ¢ nnectlo IS In theJ YV that SaITe connect
the same four values or thec lent IP adaress, client port server IP address, an
port) cannot be opened again.

In our >1ample the client ?ends the first FIN termed the actlve close, so the
TIME WAIT occdrs on the client host. During this delay ce alns fe Infor |on
IS malntalne CP tor this 3onnect|on to hanalé segment correct y that m e
been e?ge In'the network and arrive after the connection 'f 0sed. Also, |f the fina
CK Is lost, the server will retransmit its FIN, causing the client to retransmt the final

Other applications, notably HTTP, which is used with the World Wide \Web, have

the chent senda geclal comman |ncIud|ng it 15 cone éendrng ItS request glnséead ofhaf

n?e dt e connection as we do |q our creng then'th It reﬁ]g
b)(Nhe sen/TrsFIN T eCIentthensnds Its FIN. Te erence ere 1S

the AIT de J NOW OCCUIS ont eserver host In tead of the client host. On a

?otsYo%?rdﬂnter%B's S on e ener téréf&eehhch A% edon SRl

In tne TIME WAIT stat needs to be considered when designing a transactional clien
Server.

2.4.1 Reducing the Number of Segments with TCP

TCP can reduce the number ?f S r%ments in the transacttlon shown in Figure 2.6 by
combining atav\/lt tecontro segments. Notjce that the first fe ment now contalns the

N, Clat3 notrjustte YN as in Fiqure 26. Simi ytesen/ers ggyrs
combln?d W|th the sepver’s FIN. - Although thi seqdence of ?ckets 15 legal Unger th
rules of TCP, the author is not aware of'a method ap cation to cause TCP to
generate this seﬂuence of ser?ments usin the sockets” APl and knows of no
implementations that actually gererate this sequence of segments

What is |nterest|n%t note is that even though we have reduced the number of
B% ments fromnrneto fIve, the client’s observed tr acHo time is still 2 x RTT + SPT
ecause the r d]es of TCP for |d eserversT P ro ven grthe data to the se er
rocess until the three-way handshake IS con\tPe The reason for this reftnctlon I that
e server must be certain that the client’s SYN 1S “new” 1 |s not an old STN from a
ﬁ]rewous connection that r%Ot de ?\Yed In the network. THiS 15 accomPlls ed as f?IIovvs
e server ACKS the cliert’s SYN, sends its own SYN, and then walts for the client to




ACK the server’s SYN. When the three-way handshake is complete, each en
?1 N % staﬁ grocess{hg tﬂe cqlent

that the 0(5 er’s SYN Ii new. Because the Server Is unable to
does not decrease the client’s measured transaction, shown in Figure 2.6
client pe— server
function kernel function kernel
4‘_; socket
<« bind
listen
socket ‘:} sleep accept
connect __J sleep

return ‘:E
write Pu

shutdown 4
read L sleep

Return (data) wakeup
Read (EOF)

ACK of data, FIN
Data reply

ACK of SYN

ACK of data, FIN

Queue data

wakeup _

<
2

> return

Read (EOF)

Process
request

write

close

Figure 2.6 The transaction time of Client
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RTT

| ARTT

Return (data):

SPT

WURTT
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2.5 INTERNET Gateway- Proxy

Historically, roxres WWere developsed to serve as an mtermedlary for clients ag
theg r%%ueste contet rom remote on the Internet. A web r%xx Was desrone
ct asaserverto cllents asachent tormote erver achi Eg
enhance netvvor Secur eventrh af ets from passi gNéh ectl

between euser% networ anp e Internet It ectle screened e ne
Erevente externa |ences rom h vrn visibil] etvvork formation. At the
tﬁgllen%errheetm ermal c ents maintaing the reeptio of having a di rect connection to

%y a]nrza(slons to control and monitor
therr users tq the Internet. Tradlitiona oye }the Interneé gateway. as

0
ga}rtr of teor anization's firewall ?olutron weby;gro IS would often resice just insice

The web proxy also served as a gateway for o
B o
ewall, or nsrde a DMZ ("'demilitarized zong'

The web pr \B oxys Iocatron at the edge of the network was a natural place to cache
content as well EE)ye cach |he%| conten Toose {0 Users, sus equent reﬁuests r the
Information could kg returm dlrecgg/ rom the cache an fetc mgr rom a

remote server As Internet aecessh become |ncre portantt usrness
[OCESSES 0 g/ ng(ahlzatrons the unt of tra |c throrrr# the. Inter 1%et
al Wa Increaseq dramatically an con nt aval abr beco ecrrtrca
achin Jooxa/ has emerge Fs ?n e ectrve solut on or regucing network
congestion andenstiring content availabi

More recentl%/ Intranets have become revaIe and organizations are now
Pe Qying, cachi or xre at thejr branch offices, ret ou ets, and other

tlons 0] redu tra ca{) 0 ehecks In therrlnternaJ networs Asn wweb based
fechnologles, suc Tf P % aSeq Services, emer e and offer th oT' Pobntra for dramatic
|hcreases In network traffic, caching web proxr are expected t0 become even more

Importan

2.6 Design Goals

As one of the orjginal providers of commercially available web proxies,
administrators and users By providing t efol[owmg benet¥ P

S lable and erXébIe caching. Prox¥ Server's efficient cachm mode dist butes
ere Users need It, § o Bsts 0 remote content servers tra IC are
re Uced. Proxy routing make tpossr le for organizations to ge pon Proxy Server
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branch offices a]nd network hott (enecks to benefit from cachrng on intr, ar]rets Cachrng
eman intelligently caches aocuments based on user requiests. Batc Pdates als

e Ca mg 0n-Co mand %0 a mrnﬁtratorscan d? gcumenﬁs 0 gtes ona
%edule asis. Now Pro Server ances the scalal reliabl cachrng
Supportin J)roaxsy arrays. This distributed ca(chrn mc anism ena es mu tngl
goxr s t0 opérate as asin eIogrcaI cache for loac-hal ncmHandf OVEY. %nport or
u Qﬁgrbrc [(/) oxy routing allows™ Proxy Server to query ofner caches for cocument

F|ne grarned frlterrng Networks are only as stron% 8 the|r Weakest link, which is
ofte t ﬁ]tewalv {roxy n/er en ance? Network . Securl S%rovr n*g a controé
Ernt or Infernet traffic an ogg | transactions, Proxy’ Server's fine-graine
ntros limit access to specrfl do ets or Sites pased on mdrvrdual users roups,
(lresses, Bost names carrd ressron Proxy Server a rovice ter
[ hectr naole URLS, fter of ¢0 en Inc udrn VIrUses an MT ta&/a
terr content types, Pro Server aCl |tates use access through the firewall. In
addlition to being able to tunnel protocols supported by the wep proxy.

Fase of man ement Proxy Server makes Jt easy for administrators to man %e
mteIIrg Nt NEbWorKs 0 rvers Native Lrgh ar%eht D|recto A cess Protod
rt 1S O av Ie to centraliz mana%ment
vra a]n |nt dNetsca e Dire to Sen/r Clustere m na ement capabilities
enabe mrstrators o con Intain mu ltiple  Proxies. etscaﬁ
mmunrcator Automatic Pr Confr uratron APC feature pe mits modrfrcatro
to the proxyr rastructur without tou cre re on each desktop. roxv
Server also su ?orts Sim eNetwork I\/Iana ement Protocol (SNMP) versions 1 and
for monitoring Server status.

2.7 Scalable and Flexible Caching

Cachrn |s ne of the core functrons of & proxy server. Bégnmomtormg netvvork
tratfrcan Ot gma Iy ac |n ocuments a Eré%y Server Gan Conservé network
banawiath and dramatically red 02 response times for users.

27.1 Flexibility

In the default caching moclel for proxy servers, a web client makes a request that
IS routed to the proxy sen?er The pro@ se?ver then executes the following ste%s

1 It checks to see whether the user is valid.
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2.It checks to see whether the request is allowed based on the access
controls and filtering rules defined by the administrator.

3.1t fetches the document from the remote content server.

4.It retums the document to the user, while filtering content based on
administrator-specified criteria.

.1t writes the document to the cache.
6.1t logs the transaction.

This ro ess allows the document to be returmed from the cache the next time it is
re es dIO rth havrn tobefe ched again from the remate Server, minimizin

affic an respone fimes or Users.  This process 15 also referred to
cac |ng on demand.

Which protocols does the proxy server cache? Note that this, is not necessarily the
sameasthepabrlrty to "proxy’ g >gtocol which does not always inclu cfe |ng )

Which controls aIrF Provrded t0 enable hhe administrator to specify how frerﬂuentI%/
thevgro should. perform an up-to-ate check for the cocument at’ the rem%
Sgeneral rrrrPre frequent gto -(ate Chec semdo asize document freshness at
the expense ormance. The proxy server snould provide parameters that
maxrmrze effrcrency In this process,

Dogs the pro>éy server cache secure documents (that is, documents that have access
controls assoclated with them on the remote web server) and Hypertext Transfer
Protocol (HTTP) queries?

How does the proxy. server hand| maf< reguests for content that resides on local weti
%%?{grs In many cases, it may not nse to cache aocuments that reside on loca

Dogs the pro server rovide a tally of hits, re Uests for content, to the origin
Server WherePh >gocumen S Were pub?lsﬁed even f{)rr (JUeStS tﬁat Were retur ﬁgm
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the cache? This is important to enable content publishers to track the total number of
hrts their documents are receiving for billing and other purposes.

Dogs the dmrnritrator have th abrItZ tg schedule bat& L]odates cachmg on-
command tot ecace Thrs Incluck W 0 6\Brel uments or Sites into
the cace a{)tron ser The anility to automatrcally refresh
ocuments t at resice inthe cache

2.1.2 Scalability

Sc laili eases th efficiency of caching. The larger the effective size of the
atabe cac e emore |ker |et(|; (hat a rerguested document Wlﬁ res?de in the

Hierarchical Caching and Proxy Chaining

As Intranets become IVasive, or anrz trons mcreasmPIﬁ need to %reate
muItrtrered 0 etvvorks roxresc asshown InF e27 to enhance
ge rformanc an ecrease tra on mtem ks. For example, in ad |t|on {0
eg oyIn Servers at the nternet ?lat X ﬁames should! be able to e oy

or ubnets, Wice-area ne N) connectjons, and remote othcs
create a hierarchical cache network. In this senarlo the organization Tcre 8
network traffic across the Internet atewa a5 ell as on'internal hetwork bottlenecks
Specific contentcanthen be cached locallf, where it Is neeced,

2.1.3 Distributed Caching

rPro server must be.able to scaleasthe amount of web-based content it is
handlr ﬂ]m aées e option |s {0 mcrease he haroware that the Proxhy runnm on
n¥ |saI})ceor terotronrstoshaeteoa anong
ultiple proxies that are effectivel actm as a single o ical enthg Int]hrs scenarro
gren re LﬁS’[S are eterrp]am?trca rout fos ec rcp S WIthin anarrag
e document that en requested. This is art efficient mezirns of [oa

bG%n%rg eand enanles, for example, three 2GB proxy caches to effectively act like a

Or amzatrons cann taftord to deny therrem Io BeS 30Cess %en fwork resources
o>|9/ 1S U arlabe Re Uests to @ rtrcuIa Poxys oud le to farIoY
n t rayC J:erroxy becomes unavailable.

|fth
anot e ar e event tha
This fa t toIerance enha ces the reliability o} netevo
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FIREWALL
Proxy

Intranet

Figure 2.7 Intranet Proxy Network
2.7.4 Dynamic Proxy Routing

In cases where apro Server cloes no have a re uested doc ment cached, It IS
often more efficlent t%fet ch the document rom othe pro rat rthan re% ?] 9
|t rom the remote wep server on the | nternt If the $ ercan rg 3 0
% rent caches to determine whether the HM ave t ested docum ched, and
then ontain the document from the neignbor or parent |t wr Breventt request from
berng routed to the Tntemet where conriections are sometimes (npredictable.

namrc egro routin %rautomatrc content drscoverg CQH‘J" ments qlistributed
chr es, where 1) g ?r O parent proxies are QUISIGE the administrator's
rect o .and cannot be"Incluced In an array, dynamic querying Is an effective
means o aring content.
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2.8 Proxy Server Deployment

This quicke is intended to assist customers who have deciced to deﬁ)lo Netscgﬁe
Pra Segr(\{er on their enter;%nse mtran%L Iﬁ]assumes that familiar with the groduct d
therefore 00es not cover Its features in depth.

The Netscap? Pr((w ﬁerver Administrator's Guice proviced V\¥,th the software is the
Hest, r%sou ce Tor cetailed mfogmaﬂon 0N _proxy Server i;on igyration. For more

etailed Information on prodwit eatures and functionality, refer to the Netscape Proxy
Server gata sheet, FAQ, or evaluation quice.

This,guiﬂe concentrates on the information i} need to plan and deplo¥ Ehe pro
Ber\ler.l the or%%rgzatlon, |t covers the deployment process sequentia IY, fro
eginning to end, and Is designed to answer the au stions it may have at each stage.

The quide is organized as follows:
1 Deciding Which Services It Want to Provide
2 Determining Where to Deploy the Servers
3 Deciding Which Architecture to Use
4 Determining How Many Servers It Will Need
5 Deciding What Type of Hardware to Use
6 Configuring the Servers
7 Tuning the Servers

8 Monitoring the Servers
9 Planning for Enterprise Growth
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AIthoug0 this gurd(? Erovrdes much of the information it will need to implement
the proxy solution, It dges not attempt f cover every nPeOSSIble scenarro T e most
common setups and confr urations are a ((tiresse 5 pannrng to deploy more
unusual proxy server arch tecture may need to seek addrtional resourc

2.8.1 Deciding which services IT want to provide

Ip SErVer can bring v rroirsca abrlrtrest the Intranet. Understanding these
E\abr ties erI assist It |1 geve mﬁ the deployment strategy. Netscape "Proxy
er IS dlesigned to provice the foI Wing core cgoa%r Ities:

1 Proxying.

The server provides ace ss for |ntern cIrents through a firewall, to the Internet
Thrs servrce 15 often rovre as of & [arger intrangt se urity trate([r&/ﬂw 15
known as "‘forwar nﬁ) ro Ing allows the clients o %oo Sl e‘
frrewall wrthou} C0 x{)ro |s gthe mteg [ty Of the private network. A server. can ajso
proy| eaccgsfs or external clients, thro at];] afirewall, to Internal content. This service
s 0ften used for secure Web publishing and is known'as "reverse proxying.

2 Caching.

The server can_cache web content locall Cy consennn bandwiath at network
Hottle eé< bgn atorrn freque Htlé{( (eqtreste ontent. locally. This content can e
ownloage arI ecked for changes in orcér to retum up-to-cate
documents to all requ sts

3 Filtering and Access Control.

The sepver. &rovrdes fine- rarn access control to web content from the intranet,

Network admini ratorscan Use filters to blocka\ fess t? any Internet URL or to aI%er

tne actual content st{eﬁn Using an ac esf control list, i ter? can be applied to specific
dresses, groups of addresses, Indlividual users or groups of users.

4 Logging.

. server recorgs all errors ang aCCesses for re &J ur#%nses Logs ’\Provr
useful information to network administrators an agers.
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administrat?rs often analyze log files to monitor server usa%e and Berformance. Grou

man? ers find log-based reports useful in tracking Intermet Usage among thelr
employees.

It maFy find that the organization has a particular need for one cir more of these
services. Pernaps it will fully exploit fall of them. In an}/ ca]se, the aep r(3>(men,t strate
#} (C)Qtog eesn and the ultimate proxy configuration should facilitate the services it will use

2.8.2 Determining where to deploy the server

The most common Elace to deploy a proxy server is at a network bottleneck.
Bottlenecks are oft?n created by slow ‘con ecH ns at network gateways. Managln_%
banawicth at these locgtions 1S mBeratlve & Jtﬁ busmeﬁs OWs and network trafi

continues to Increase. The Internet Gateway an e branch office connection are two
1. INTERNET GATEWAY -FORWARD PROXY

Placm% ONe O more Proxy servers at the |ntermet tgatewa IS the most common
deglogmen scenario for ‘the “enterprise, In. thi Ioi? lon, Netscape Prcixy Server
E_r VI ef \(71 tewa s%rwces at the ag Ication I$v%_ Wit awfeb Joro as well the
ircuit [evel througn SOCKS. qu enegt of this type qf deployment is en anceﬂ
Internet access. Web content caching re u?es response times, facilitates hanpwidt
conservation, and eIJJs recluce fhe overall communications _expen%e. In adaition,
content filtering and access control allow It to manage the material on the intranet.

A variety of architectures can be used to deplogepvroxy servers at the Interet
gate_vvay. Thése Implementations of Netscape Proxy Server will be discussed in the
ection’on architecture alternatives below.
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W=

Figure 2.8 Forward Proxy Server Deployed at the Internet
Gateway, Inside the Firewall

2. BRANCH OFFICE -FORWARD PROXY

Corporations are deployjng pro ers mmcreasm numbers on their intranets,
both In mote Iocatlonf arY %p cjtﬁ subnetworks. P sen/erso) ¥e% atmaor
subnetwork ﬁonnectlon can rastl reduce the trafflc on th co ackbo
At remote offices WhIC are oftnco ected waslow links to the rat networ
Ero SRIVEYS Can row e a.quic mec anism forr licatin cont nt ow mg %g
ompany int rat n and | creasmg network 6{ae ormanc

ac leve W|t ut |ta and “communications, ex ense ut3| e t e Umte
tates ers ven more savings potential because of the great expense 0
comm |ca ons overseas

Iy organizations are seem the value of de onmr(\]/ epro><g servers throughout

thelr Intranet.” Types of dep ts that use multiple “servers can take advantaeof

ﬁro routi ,aPa Iitie Netscaﬁe Prox% IVer, Pro routing allows |t to
erarchical cachi

chaj Ja XIes {0 % her tq create a hi n%;sxstemt at can tter serve the
various orgamz lons within the nter rise. Proxy chaln| aI ows multiple etscae
Pro n/ers to cache content seﬁtm ah|e rc of serv IS for n
aCCass, t 15 a mana F at 1S, conm

transpa ent toteuser Ina |mImentat| ns fa ofles Jn

S|tuat near end user com tles with Jarger proxies n Ire externa
conn ctlons rmost ms} tions, two_ levels of Ty erarct%els optimum, but it maIy

theng It from a |n more levels, depending on the size of the organization and whe
Ottlenecks occ r on the network
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. Backbone.

Figure 2.9 Forward Proxy Servers Deployed at the Internet
Gateway and at a Remote Location

3. INTERNET GATEWAY -REVERSE PROXY

Reverse roxgin% 5 a slpecial degloYment case in which proxx servﬁr, Is placed
outﬁlde the firewall o represent a Coptent server to external clients. This tey'pe of
degt(ﬁ/ment allows 1t to exﬁose selectea content without exposing the web servers that

host It or other elements of the private network.

Reverse
Proxy

Web Server

Figure 2.10 Reverse Proxy Server Deployed at the Intemet
Gateway, Outsicle the Firewall
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In reverse proxy mode, the proxy server functions more like a web server with
res ect to the I[():[le ts | sennce? t%llke |ntern f clients, externa ﬁlents are not

conflgured to accesste oxy server, Instead, the site URL ri utest]ement to the

ﬁgam |t?rvereawel})] Serve Rerollc ted content 1S cleli ered romt rﬁx'yca
ft ebxet lent without ex |nsen/er ort rivate ne esicll g
f ely benina the fir waII Mul |p ev rs SeIVers beused to balance th
0ad on an over- taxe web server nmucht evvay

Reverse pro sen/ersar commonly used for se ure webp blrshrn Havrng a
serve acce t|n and I|n ou Sice re uestsa ows It to thg Weh server
the irewall can en seteweth n/eras rotected Wep site, stagi cag

o Tment for est|n before theyare blis extern en It are reacly, It
publish se ecte cont nt to the reverse oxy SeIver's cac

2.8.3 Deciding which architecture to be used

The Netscape Proxy Sepver can pe derflo mdegendentl Or i conjunction wr‘h
a firewall, Orrtcan% sed with a firewall & the Intermet gateway Qut | depen ently
at a branch office oxg/ Server by Itselt does not constitute a firewall” and dloes
not eliminate the need for on

Because gro SEIVers a}re oftfn denloyed as part of a flre]wall solution, thrs
section) discusses the various (ewal archjtectures it mag Use at (5 ¢ Site. The Specia
case 0f reverse proxy Servers and thelr implementation are also adcressed.

The roxy Server Cﬂn Pe de Io ed .in conjunction with aIm frrewaII
archrtectue However, the firewa rchltecture It choose may a ect
implement the proxy server, Three (ﬁ)mm%n firewall architecturesare descri ed be ow
hu there are variatio architectures Use some combination of proxy
servers, firewall software, and hardware routers,

1 DUAL-HOMED HOST ARCHITECTURE

A duaI homed hosé s] of]mlputer that has two network interfac es one connected
ho an o\ ternal the other to the | er Asafl vvaII |ectur he dual-
ome ost usually Incor rat aflrewa re |s Ire asrcay
acts aS 51 re router rov| secure co nec hpac et teng

w g c e{rva t|o ggg n a uaI ome host
des H ﬂ 50 utron In_adalti to cac ng, Netscape Proxy Server
nngs fine-grain Tiltering and virus scanning to the solution.
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LAN

PmuySemec
&Prevall Client

Figure 2.11 Proxy Server Implemented With a Dual-Homed Host Firewall

One drawback to this solutlon Is that @ security breach on the smgle host machlne
could Je J}e pardize ﬁe whole network. For EhIS reason, - many Securi

recom nd firewal] solutions made yp of mﬁj tiple redundant components St a
dual-nomed host solution mlght al to small offices on a budget or Organizations
that 00 not reuire recunciant Security measures.

2 SCREENED HOSTS

A screened host c0n3|sts ofa routbe depl%ed in fr%nt of a server that is hofsted op
vate network ThIS router can atr tional haraware router or a firewall
plication rProwdlng packet-filtering capab|l|t|es and restricting inoouna

access to the Iinternal

LAN

Routet ﬂ

Proxy Client
Server

Figure 2.12 Proxy Server Implemented Behind a Screening Router
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LAN

=]

Firewal Proxy
Software Router  Server

ai«nt

Figure 2.13 Proxy Server Implemented Behind a Screening Firewall

Pro ing allows (jelvrork traffic tO(I]a Lnternet £Cess qulegh the router. A
\s/\?ereesrg uter cou also support mqu 0Sts Such as multiple proxy servers or

One. drawback to the screened host deglog/ment IS a loss of security should the
router fail. ThIS scen r|0 has encoura ed th uItlgle routers and the screened
subnet arc |tecit]gre escreene? r?hltec’[ure IS rate or small to medium-
Size Intranets that require a simple, yet eftective securrty solution.3

3 SCREENED SUBNETWORK

A screened subnetvvork consjsts of mTIt Inle . routers sandW|ch|n a nonsecure
B L SRl s s
and 1S a IYMe access ?both mtern externzg rP tvﬁks %Pouﬁh the

route intermal and external traffic can enter neither ca
thro thIt DL he Assstace Of e proxy serverandtﬁqe packet P Htenng rOULErs.
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INTERNET

Figure 2.14 Proxy Server Implemented in a DMZ Between Two
Screening Routers

he screened subnetwork is a.popular architecture choice for larger organizations
Wlé avi fra |ci<d] atewag FI?)O pHe ecustomer ffcun 1S nt?cal %Prnerefore
% r}] cg IS Imperative, Th rl’gmtectﬁ subnetwork also pro ées an iceal location
or other sérvers that must interface with the secure network and the Internet,

4 REVERSE PROXY

Independent of the firewall architecturg, it m 1t t0 Im 4ement S0[, e%pe of
reverse Revers Rroxns are neraIT g % In one Of two configurations:
along, as a server standHi; or in groups, for oa dng

1. Server Stand-in.

In the server stand-in mode, the ro receive uests for a web server that is
Brotected behind tﬁn Tl rewaﬁj and Hn adq Te(:ure Web pu[)
ecause It aI OWS content on the we server to reside Insi ete rewall for protectlon
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Client Freval

Enterprise
Server Server

Figure 2.15 Proxy Server Implemented in Reverse Mode as a
Stanc-in for a \Weh Server

Server stanc-in Sg)revents direct, un rhtored access of mterrl( resources from
rpri e

outsice the ente I Its stan ln ro server acts | aV|rtua Server
mirror. T proxg/ IS I%Ofltloged S|ml(arR/ {0 aweb 1S usual ?/ laced In.the
DMZ or on an éxternal subnetwork. As a server m|rror g roxy er provices

replication only. The contents of the secure server will be repli ted or mirrored in the
DIoXy Server cache.

2. Load Balancing.

Multiple reverse proxy servers can be use to balance the load on an overtaxed

\eb server. In this configuration, DNS yound-robin is used to route incoming requests
to one 0? ot? R/ %ad balancing % ﬁ %e nost machine har?d Igh-
volume requests whlle reducmg e impact on over performance.
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Firewal

Reverse

Proxies

Figure 2.16 Multiple Proxy Servers Implemented in Reverse Mode
to Balance the Load on a \Web Server

2.8.4 Determining how many servers it will need

It ma ha\ie already assessed where the Qrehecks W%cécur on the network, Ttﬁ

numberoli enefks a( (j)od startln% oint for the numoer of pro ﬁ%servers It w
want to d ep%/ Below Is a diagram of ebg ?slble enterprise |mBIe ntation. Proxy
servers have deen deployed at the network bottlenecks.

For each hottleneck location it will need to deeld(e whether t deP Iy a slnagrte
P or mu t J)Ie pro servers This de(:lsmn wil ep%d on the load and

ulrements for redungancy. While a single r0 any e easier to maintain_and
Q‘V%.f‘ eIe anme ﬁromes rovice greater"relianility and maximize the use of the

Assumln these are standard bottlenecks, we recommend de gl% htetsczﬁ)e

Pro atan Site wnere ten or more Peo le nnect ranet (} rou a
Int |s Situ t|on aprox?/ Server ea3| %s or |tse W|t redu

tra ic crease 11 ? it the WAN slows down or stops the

regiona s|te as a local copy of the atest content
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Bottlenecks CENTRAL OFFICE BRANCHOFFICE
LAN LAN
H i Client Client
Client Client
ot
\Yy
Router Router  Proxy
er

Figure 2.17 Proxy Servers Implemented at Common Network
Bottlenecks

1 LOAD BALANCING AND FAIL-OVER

ro>|<y avallablll 13 critical to the enter rlse |t y want to consicler e glowng
muIUPSe OXIe {0 He fal overc%oa e Ciagram below, thre éy
Servers are de oye att Internet(IJ )é bﬂ %te 0a cglnternajm i
ﬂuests In this “situation, Proxies gnts re t$

0ad Uncer norma
o ﬁl{gons and Proxy 3 might be kept in reserve the other proxies go

ould one o

In addltl?n to load halancing between the client and the ro server |E also
Balance the load between pro servers n F hierarchical n ancm
ftvveen Proxies, 1, 2 or 3 and Proxy WOU? be accomplishe throug an NSAP
plug-in disucssed in the configuration’section of this quid.
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Pr%y

LAN LAN

f'lony
2

Router

aient

Proxy

Router Router

Figure 2.18 Chained Proxy Servers Provicing Load Balancing and
Fail-Over Capabilities

2.8.5 Deciding what type of hardware tolﬁse

-

D AR i o

While planni
rowth and con
&Slg)gaort an§te andwicth aval XPéb to them WI greatly affect the ab to meet
owing emand.

1 CAPACITY PLANNING

Knowmg the total number of users it need to surﬁ)port IS Important; . however,
scalln% of th E)roxy server is reglly dependent on the mber of ers active at an%
gnven Ime, EaCh concurrent User IS represented by an In(fIVI al HTTP transaction. |
ost installations, the concurrent user count 1S much smaller than the total user base.

It also need toc nsider the type of use the dpro servervilllll full-time web

surfer can enerate ousan 50 %Tests %e other hand, somegne wh
uses(tp Aess rec%e ntl t}; % erate a few hundred requests hnt ?
riod. It need to consider the types of uSers in the organization ana'now they will use
e PIOXY SErVICeS,

inbmi
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Users request different types of content as well. The average size of a web object
|s some erglhetween tyéiqé nhowever the orgamza on.ma have a m{t(h
%vvor aver elfthema n ofthed vynoads contain Tich [geét[? he Increase In
network traffic associate W|h arger o Jects must be accounted for when determining
capacity requirements.

2 ESTIMATING LOAD

\Whatever type of users in th orﬁanlzatl n as and whatever type of content they
access e pro sen/erw Il need to %ndlet e oad., The h| ad ma occurata
ew peax times, For most b usmesses f epeak tlms or Web ra care be een 10
and 11:30 In the mornmg and 3 an 0 In the aft em on, Tl e]
Terver must s1zed to accommodiate the 0ad, b% it n{eed not ca cuIatet

0ad t0 do So. It Just need to estima or a given
ﬂowmg steps to Jestlmate the loa cﬁthe annﬁmagth twil need 0 accomhtogate It

1 Record the number of requests for a normal business day, N, and divide this
number by the length of that bu mess day in seconds, T. The Tesult, Atotal, is the
average nimber of &ccesses per second

Atotal =N/T (2.1)

perience has showg that It can r(?n%hh/ s,ze th peak cEpau b Iookmgeat
the tota accesses per second, Atotal, and multl XZ The resulting num
Cpeak, will be the capacity required to handle the accesse af peak times expressed in
requests per second.

Cpeak = 2 x Atotal (2.2)

Once it know the number of accesses |t mu ccom modate, it can estlmate the
necessiary banawidith for the corres ndmgH (Svn arred, As
pical vieb object Size, such as 15 |tcanceterm|ne the ban hrequne e en
the proxy and clients, Belient

Belient = Cpeak x 15 (23)

4 (ntests that are serviced by the cache require less bandvn?th than those that
rﬂust 0 to the ﬁnhserver To account for this difference, 1t must Include a]faco
tnat assumes a cactle hit rate appropriate for the nefwork and user hase. Typical cache
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hit rates are between 3 a{»d percent. A f?ctor F, of 7 or 4 assumes a 30 or 60
percent hit r e respective ;Eanmsu%ﬁmm %tor 0 ad[hust the cata transfer rate, it
e Ire/set}mate unt ot regired between the proxy and origin servers,

Bserver = Belient x F (24)
5., Once 1t knows the b dthr quired on either side of the proxy server, it
know the totaIE) e P]reqapr Btot a oy
Btotal = Bserver + Bclient (25)
or
Btotal = Cpeak x 15(1 + F) 2.6)

6. Next it should examine fhe uplink bandwiath utilization, since H]IS 5 the
uItlmate limitin ﬁ factor eava| able Uplink andedth will ﬁifpend on the type of
Internet connec on It haye, arlous network analysis tools will allow It to see how
much panawidth It are us talg From this In ormatl% It can determlne the percentage of
avallable banawidth and take this into account In the capacity planning.

Reverse rox¥vloads maey e more difficult to rﬁ)redlct than those for the traditiong)
forwarg ie er. Since It cannot know with certainty 3 J&J of externa
USers, |t ust rFy nanaver eusag g rofile. It can etagoo €a o the otentla
[EVErSe Pro by ana ﬁ on the wep server cyrrently ho (Pn
content It plan_ to cache. Gathering thls type of Information IS dlisCusse
monitoring sectlon of this quice.

3HARDWARE SIZING

An estimate of the required capacity will help it size th hardware, = After
deéal ment, |tW|II8ezLLIe tegtunet x? to%ptl |ze e rmance ut In the

mean me It must cetermine an e contiguration. Netscape Pro
Server will prov ethe estpe ce When runona e icated maching. If at
possible, consider that implementation.
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|cleally, harciware srzr |s based on the nuHrber ofrncomr onnectrons andte
average t{%n action fime or'those connectroH VWEVer, V\y nts start wit
anen eve or typica har re setup, such as those outl ne beo [nf
Table 2.3 The Hardware sizing
Variables Entry-level Proxy Server — Typical Proxy Server
Users Up to 1500 1500 to 3000
Operating System  Entry to mid-level Unix High-end NT or Unix
or NT server Server
CPU 120MHz or greater 1or 2 Pentium Pro
OCESSOS
ItraSPARC,
or R5000
RAM Minimum 32MB, 128MB to 256MB
64MB to 128MB for
Heavy traffic
Server Hard Disk Minimum 15MB; 200MB
100MB recommencled
Cache 2GB t0 4GB 5GB t0 9GB

The S_Peed of the CPU 1t choos% IS jmpoytant, but not as Impo aﬁAM and disk
size, The CPU Is normally not & ottleneck for server-grade hlr&ﬁ OWEVEr, proxy
performance does scale with more or faster CPUs on Icwer en

Inthe Table24 surgegestsamrnr um amount of RAM for the groxy server. but it will
%Aera ly nee %user hase expangs. Thef llowing table suggests
\VIsrzes ? Ften [ of usef aceessin |r server r%v
deg oyments S oud also consi eraI sggln'gi e%ystem nonv a e RAM1to a
Server to ﬁe rform_asynchronous “Writes to the cache and greatly Improve
performance In high-traffic énvironments.

to 500K or workin B apgr XImate 70?MB In tota %%ess or
ren USer ntione the num Jr concurrent Use much
num ro use It scrrtl at It have enough actual RAM to

ForaUni wgstem each ocess uses about 200K of RAM for | stenrn%\and 300K
zi\n e tot
the processes In memory whien t ey are active,
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Table 2.4 A minimum amount of RAM for the Proxy Server

Users RAM (MB)
0t0 300 32
300 to 500 64
500 to 1000 96
More than 1000 128

T pical cac |zes ma ran/g% fro MB 0 ZOMB user An estimate of

5 a oo ace 10 ayrnent, contrn rhtor the cacr]

e ormance watc Ing for increases |nt cache hit ratio, It can thiS using too

uch s sitemon on Urix. It shouldl keep increasing the cache size as Iongasthe cache
ItS ratio continues to increase.

the cac eacross muI neve ossrbe One 10 |skw store as muc
cogtentasten owevert Isk W |e ess @ pens ve to rc as
I aste G ks In nera

tain, w notg)e ?rrg
ﬁe rform better than a ingle alisk, and multiple drs contr ers wr aster
an asingle controller.

ere is a tradeoff in s (Mect v\mgethe eo jrsk for the cacge Consider spreadrn

2.8.6 Configuring the servers

Onee it has used the Netsca e Proh Server it W”l need to install the software
and begrnto confrguret e services. Int ssectro it Wi some eneral comments
on configuring Proxy Server some tips to ma ethe Process run smoothly.

1 AUTOMATIC CLIENT CONFIGURATION

To manage the pro deploeyment efficiently, |t sh ld enable aut?matrc gro
conf ratron |n Navigator clients on the Infr Client. con 8urat, 3
a |stere a Pro utomatrc Confr uratron frle whrch IS dlown oade
rom the Server at Cfile allows 1t to s c(nrgxyserv%r If anrt/
Navigator us S when accessrn varrou U Ls h a ws 1t t0 do load aI
across mut Spro serverfd drtron rte roxy arcitecture vvrt out m

dus Settin rq server |tcaneve Spec at he
Haret esame en One Proxy s er 15'down, t ebackupw espocf Y
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2 CACHING

. P r che setu |s crrtrcal to the Performance of Proxg r The most
|m rt reme when a&‘ﬂ?a the Erox?/ cache IS t |str| ethe load,
ess ﬁtug] e rtrtron ang shou {)reaﬁ
across mu trrg dis Iple dlisk ¢ ntroIIe IS tgpe 0 rran ement Wi
provice faste Ie creatronan re rieval than is possible with a'single, large cache

The Cache Batch Update. feature In Proxy Server allows it to proactivel

download content ?rom ag ecified web site or_perform schetl Y\% Up-to- cP te chec

on documents, already In t ecache T 1S vesr the abrlr to cach contené in a g
Uantrties attrmeﬁ en traffic onte1 gr IS ow Use ates to downlo

tfmost commonyaccessed srtes at the end of each usrness da 0r quick access the
ollowing mornrntg t]can se. the log flies to heQdetermrn WhICh Sites are frequently
coessed. Refer {0 tne. Administrator's Guide for In-cepth instructions on creating
fch update configurations.

3 SOCKS

While the weh roxy server provides caching and filtering capabilities surtable for
Web protocfols OCKS rovtdes tun elrpr% mechanrsm fo ro ocos that fan
roxred |st ere IS o bene |t (I) S 15 Tirewall so re
at establis es connectron from msrde r 0 the outsrde when a direct
connec lon WOU ot erwrsef?e revente tesecur me ures SOCKS, Is a
crrcurt evel pro%and 1$ Inglifferen to the prot ocols |t s esz% ap lication IeveI

For this reasqn a%n lication-| eveP SerVer Is often confgrs 0 use SOC
con%?rtﬁ%% S It does t support. Refer to the Administrator's Guide for mstructrons on

4 TEMPLATES

Proxy Server can us templz#es {0 ass| nunr Ue tﬁdures to specific URLSs. It
can. make the server be ave (lifterentl X nding the cIrent tries to
retrieve. It can also configure different cache refresh settrngs based on the file type.

confi uratroﬂ g 0 co ates aIIo tto customiz F(;[OXX
Interacts wit |ents do suc |n S as_name aset?3 Irectjves for
Iater reference, srmplr comple configurations, or associate named onjects with URI

The template is ust nﬂot that IS created in the g%/wservers 0| ect
tdy allowin
patterns,
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ﬂerren%e has shown t rr)rolgly Services d uire te 1e

es ecially In the early sta es of oy ent. However, temrt))ates co eve

When It S pecessa ft jec on aregu ash (T;eq out

o&ect confiquratio etm ate "at the en of le 15 called by
alllt™ onject In order 0 enabe ertain ac e settings.

Instead |ng thec esveraI Imes |nec brrect th admrnrstrator
set up atem ate |s caIIe t| le objects and ediif the te pateon 8/once
pw Jscr ase &St eob con |Ie ecomes more comp ex an contarns bjects wit
afigh degree ot commonality

5 FILTERING

Netsca ePro>%/ Server allows it to filter URLs well as content. URL filters are
Ired f0 equest d UR t etermine whe her ea/ meet a, pre etermre set of
erra UR S can erther eat?wed or denie P nthrs crteria, URL filters can
mce]nj nction with.access control lists (ACLS 3 er the contentt trs
%ueste eacn client. Filtering with ACLS gIves It t 1e?trret ora é)vg
access o s¢ ected USers and qrous In the o |zat|0n Severa ters provice
by third parties are supported oy Netscape Proxy Server.,

Content filters allow tto actuallg scan and mrhdr the %fintent stream, \frua
scanning and HTVIL ta fr tering are achieved thr gu cnten1t terrnﬁ KeeE) In min
that content frlterrn%) cc IS 0 t of process and can therefore sjgriifjcantly affect

ormance volumes exam VIrus scannin
Ef i trona) CP oaé) ?re server[?iar%are sirce the proxy enel

aces a signific IT[ Gl
ust com re INCOMING ataagarnstt £ nown VIFUS patterns

defer 0 OLf list of Netsc e Proxy Server Partners for more Information_on
exten h fterrng capabilitle Rc? server, To create filters and ACLS
UsIng the"administration Server, refer to the nistrator's Gulc.

6 SERVER PLUG-IN FUNCTIONS

create plug-in functions to extend the ca abrIrtres of th
hanNe IOSgerver Plu it d (§ r?

Itt f | P $ - Sr%rng\I/erTR
é’estUg ?g i | 15 a set o H]rnApg . hea er hat wﬁ help 1t create

functions t0 use with the directives in the server confrguratron files.
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Usrno the NSAPI drrefctrve classes it can overrrde Server fun tronalr dto it
or create th custom functions. Fo examgle |[ id cregte uncto at Use a
custom da ase 0r access control or create custom log es wr specia entrres

2.8.7 Tuning the servers

As it ogaerates the proxy server and the orr[]anrzatron continues to grow, it erI

robablg 0 to tune the Ef)roxy Server o bgee the 0 trmum rfor nce for the
rticular imp Iementatr elow are a pumber of tunl % I?It Netscape
ﬁoxme eraso rofvrdes online forms that can help It tu yoft e Settings t at
affect the server's performance.

1 TIME-QUTS

There are fwo time-out settings that significantly affect th%ro(erformance of the
Server, These time- u aret oxy meout&trmeoutg the time-out after

T)frpt ‘timeout-2"), gct cular to Unix proxy servers. Here are some tips
elpit use ese i eouts correctly:

trmea%ot This trme out Is the |EroxYotrme -out and tells the server how long to wait

before rtrn an Idle connectio ng time-out commits avauFb Ptm Progess
tﬁaoogltgnatr? rgdea client, whereas a time-out t ?]trs t00 S ortwrl avort CGI' scr ts

time to E)roducet eir results, such as ada ase que atewa{/J
these reasons, Wwe su %es atime-out of 2 to 5 minutes, with an absolute V\%om m of
one our To deter e the best roxy time-out fort e Server, consicer whetn erte
Wan %mw ueres or CGI scripts or ¥rnet er 1t will

t eguests In tter case it may opt for a higher proxy
trme ou va ecause It are less process constrarne

|meout2 This ﬁrme ut s the time-out after int rrupt]and IS Used onI on Unrx
Pa o, enaorent as aborted a transaction whil g]roxfu 1S Wrrtr a cache
Ie this time-out allows the Rroxy to continue writing t eca etrmeo 2218 the
icle time-out for a connection in'this state. The highest recommended value for this
time-out is 5 minutes,

2 UP-TO-DATE CHECKS

The proxg rforms ach uéa Ho-date check to] étetermrne whether
uested tent mtﬁ acher sti I valid Or needs to e re resne tcantung pro
er performance oy controlmg the number of up-to-cate checks. Under the
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in the admini tr tion server, specify that documents are not always
Chaeckeg talhoose a reasonab Ifetime, somevr%ereybetweens n§24 hours, that y

Falances ca(:hrh eg with the needf fresh data The r}/alue it Chooses transla jon t tﬂ
ongest trmeﬁ Server wr tb ore pe ormrnﬂanu -to-dlate check. g
ﬁre?%wrll only ¢ ec on documents at ave not been checked within the specrfre

3 LAST-MODIFIED FACTOR

A |ast- modrfred header IS returned from the server with the time the document
was, last modf te document IS Upogted based. on Its freshness and te a%t
modrfred LM actor. The LM tactor is'a tloating point nunber that 1 multiplied
tezge 0 the document si Ence |ast m& dification. The effect here Is that recentl

ocuments are_checked more often than old documents, A recommence
or e LM Factor is between 0.1 and 0.2,

4 DNS LOOKUPS

Domain Name Service gDNS IS the system used to aSSOfIae standard IP
addresses with host names. Th Server can use forvvar? 0oKkups to resolve
an origin. server name {0 an IP acaress anij reverse DN ookupstg esolve cheﬁt
station"adalresses t s Excess ve D ook 5 can affect the performance
P server and ou e avoided, In addition. the load on the DNS servers an Aherr
ocation on the network can also affect performance Here are some things It can do to
avoid a performance hit;

Enable DNS Caching. On the NT platform, DNS caching and negative caching are
always enabled.

Log Only Client IP. Addresses. Th ro rver has t ity to log client host
namesghow \Ver, e|t wﬁl see hetter |pe orma Xr¥ce If 1t can 51% gtyn}-'rthogtC Set the
log preferences to log client IP addresses only.

Disable Reverse DNS. If it will_not be lo |n client host names, it can disabl
r]eversebtl)NS Avored ACLs thh Client Host R% mes. Use g?ent IP aédresses mstea(te
If possible
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5 NUMBER OF PROCESSES

the Unix Iatfo m, the admini rtormuts ecify the nymber of r 5565 that
will gg ref rl<eo3 on the server Pre or hrt%esrth rutormancepo t
enrg au et e num rocesses || |ts the coneyrr Jt rerﬂueststn

llowin provice a starting point In determining the nu
processes as s ownin T, Ie

Table 2.5 The number of Process Determining

Users Processes Memory (MB) Swap (MB)
010 300 32 10 64
300 to 500 64 20 128
500 to 1000 % ) 192
More than 1000 128 40 256

While |‘ N estimate the number ofﬁ(rocesse it need, the pro server sh uldbe
Rrogerlysca 0 meett load In the pe [ $ fo minjmize. d Lyprca |f|%
eedl t0"tune the server, t ecurrent ces ocation 1S Insu |C|en The num ero
p CESSES In us on sitemon will %X re |ster 100, percent, but this does not show
tt enumbero clients it want - tfidse thet are queued by the operating system.

Itcanestlmate the number of clients i waiting by usin L?ta t. Read the system
manua age for_netstat, an det rmine the co[re t com eoRtrons to’list %I
P sessjons.  From t |s snaps ot count _all connectrons 00
nated proxy po t are In TCP states between Eh aﬂd
SE WAIT I dln% ESTABLISHED e system ma va ‘sI| tly, T
counﬁ itTow have should be a snanshot of algce[p]ted connectron those that have been
established, plus any that have been queued by the system.

6 HTTP KEEP-ALIVE

Server su ports HTTP keelp aHve ackets in orcer to rovrﬂe improved
ce n S0 es ‘ems However, t edonﬁ/ custome See Detter

ormanc vv|t allve conn otrons tprtn fhis 1S the auIt setfing.
enence own hat the ene |t ained from kee |n aconnectron en ora
srn%e client coes not ust| en I aced on subse uent requesg om other
clients. An open conn ctrone ec up a process even If 1t'Is idle. Unless it
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have a small u?er base re uef,ting prirgrizliy no cacheablg content, the net effect on the
proxy server of using keep-alives will be & performance decrease.

2.9 Proxy Advantages

.Thiﬁ secticfn discugses how Netscape Proxy Server satisfies the requirements discussed
in the Evaluation Criteria section.

SCALABLE AND FLEXIBLE CACHING
A) FLEXIBILITY

NTtscape Proxy. Server groyldes %dmlnlstrators with_a tremen (iu% amount. of
control to ensure efficient caching, This make Proxg Server usefu OF reducmg
network traffic and User response Times In a wide variety of network configuration
and for common content types.

1 Caching Common Content

Proxy, Server caches the wet content types that make up the vast majority of
traffc o the ItBE inclucing wP P jority

»  Hypertext Transfer Protocol (HTTP)
» File Transfer Protocol (FTP)
o Gopher

» "Pushed” content. Because Netscape Netcaster is bgsed on HTTP, Proxy
Server can reguce network traffic that 1S produced by this content “pus
Service.
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2 Caching Controls

Caching on-gema c!ed i the ability to ca efr&Mu(e tlgnacc ésed documents based
0N User requiests 'ﬂ 0 c?nserve etwor arfl th and regluce network response
times for users. This IS the derault caching moce for Proxy Server.

Proxy Server provides administrators with the ability to optimize caching
for their needs. For example:

o Cache refr sh olicy ("time-fo-live"). This featyre enables th admrnrstrator
0 control tce(leprrgthyot time the Proxx Server waits be r r?ormrn

t?] date check on recrnest] documents. If |t store_Inforpnation rare
%a ftrﬁsettrn lont be s tt a |g her number. If the atacanges
recently, it'll want cocurnents to e checked more frequently.

' Cache exprratron Folrcy This featﬁre lets Proxy Server defermine how often
P clocument should be hec grthsu -to-Clate. On(io tion 1S
%0 USe ex |rat|on mformatront atrs |nc ed ocument publisher, but
ecause 1S 1N ormatron rs rovr Server can du éetrmean
document was last ¢ f aon a last-modified factor to

estrmate how long the document | |ke yto emarn unchanged.

* Protected docum nts, PLO)% Server caches documents tBat have access
controls assocrat wrtht] on the remo%e Wep server, but continues to
check access rignts on t remote Server for su sequent re%eests for the
document, For example, when a user |n|t|al re uesés %oc nt ifP

rver detects that ere are accesE controls scate wit he documen
Bere te server, it will r urret eu?]erg)aut enticate tot remoeserver
efore etfhrng the d ocg Once the docyment has been fetched, Pro
rver will cache the cocument and retum_ it to the user. For_ sulbse uet
uests for the document, Proxy Server will continue (50 requrre USers 10
entrcate to the remote server, while returnrn the cument r% m the
cace Organrzatr n? czﬁn theretiy ain the mance avrng
tcigﬁtrrr&esnts cached locally, w reServin the security o their acces

. adtchlnsg Ueries. Proxy }S]ervercancache true[;es for]lal P documents, and
mini ra?rscanlrm the size of queries to be ca Lon%er uerres T
{Brocraecsréetcre r% and therefore ess likely to be repeated, so it may not be usefu
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+  Cache fil limits,, This feature enables administrators to specify upper
AN pecify uppe

accessed from roxy cache hetween up-to-gate checks, and then sencs that
count hack to the >%servert e next time the document 15 refreshec. This
w the remote Server gets a more accurate count of how many times a
ocument was accessed

v Hit countm Pro? Server fan¢ count how margttlmes given document was

' ?ache local hosts. In many casg s, it may not make sense 0 cache documents
rom Wep Servers |0CEﬁ'[ed on the same’ local network as the P ro ey,
ecaus It will enera ybe moree clent to re uest the doc] mﬁ rectl
rom ewe ers Xy, Server ?IV&S adm nistrators the tlexibl
contro cachlng 0 documents from local hosts.

Caching on-command_qives administrators the ability to specify hatch
Hgﬁates gto the ﬁache Bgtch Upaiates }:n Proxy Server tYnc}udelobot of the
owing capabilities:

. rI ding documents oy sites into th cach inistrators specify a
aaat BI’OX}/ Server Wﬁ{recurswelly pu into '[F]E C&CW P fy

« Auytomatic refresh of documents that already reside in the cache.
Agdmltn(ljstrators can select one or more documents from the cache to be
Update

In add|t|?<n batch updates can | eschedule to occur atr rlnt Is So
%ganlz tion knows tha contePt Wi I be erlo ically u ate WOU ket
ées avala] le to em 0 ees on he mtrant m|n| rator can sc e
1u§) ates t?t e Pro r cache to occur urlngo K hours to ensu

the content 15 fresh whe users request it and avoid tyin up the netvvork nng
normal business hours.

B tch u ates enable the administrator to mtelhgentlsy re-select content to be
cached. Server's exffenslve transa(ctlgn osg e admmlstrator
ensure t ntent ﬁcclesse USers on a regg a5|s S actual
worthwhi ebe or confi urln atch undate to occur. In - organiz thﬂS
not need to walt or usa e pal erns to develop over time before proactl B cac Ing can
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oceur, I the administrator knows that a new document of interest to many users will
be published, batch updates can be configured in advance.

B) SCALABILITY

ﬁsswe scalablllﬁ){ cre es the likelihood that documents will be returned from
the cache and ensures |g eh|t rates.

1 Hierarchical Caching

Uﬂgg Xy routin rgor chal |n s pO%SIb|e o create multitiered networks o
Pro ers to enh &e n%e redluice con tlon across In ern
w rvercan deployed at any network b eneckt row
B |ts fc ngast eor%nlza lorf grows. m|n|strat IS Can Specl tat tra |c
& routed to anotnér Proxy Server or to 8 SOCKS serveratt Internet gatewa

2 Client IP address forwarding.

Normall Pro Server esntsend the cllentsﬁ ress to c{em%;e SBIVers
clestln uments, Inste rveratsaste lent and sends its IP adar

e server. This be aV|or ncest esecurlty of the network by screenlng
mternal addresses,

However, there are times when the administrator might want to gass on the
client's 1P address |f the Proxy.Server 1s one of a chain of internal ?r XIes. Proxy
Server provides optional client 1P aadress forwaraing for these situation

2.10 Web cache Performance

tﬁ commonly used when evaluating \Web caching policies. These
mcudet 0I owing [6]

a)  Hitrate- The hit rate is a ratio of documents obtained thrngR using the cache
size mechanism versus the total documents requested. High™it raté'is a better
performance measurement.

b)  Bandwidth Utilization - A reduction in the amount of bandwicth that is
consumed shows the cache.
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¢)  Response timefaccess time - The response time is the time that take user to get a
document

There are various parameters such as usera 08SS tpat%erns cache removal ollcy cache
S|ze and docyment size. that can 5| |can ect ﬁac nce
PQtes i r]ce of Web caching IS not satl actory In networ [Pe ically, averaging h|t

The paper of title "MODEL-DRIVEN SIMULATION OF WORLD-WIDE-WEB
CA HE CIE?" stuclied by Y |nsg Shi, Iidvvarthso and Ye- Sh(i Chen [6 J
erforms cache algorit ms tilizeS actua emplnca ata t0 develop ca

agement strategies as the ollowing result;

The study believes that there are similar between word usage in text and Web
access on the Intermet. Simon’s Moclel described that technigue for estimating 0L in a

aper. The Paralmter ot is the probability of a new entry. Thus the value of ot is
apprOX|mate equal to RIT, where R s the total number of different documents and T

is the total number of utilization. The ability to approximate the value of ot from RIT

IS an intuitive relationship. It is know that ot is the probability of the entry of a new
document. Therefore, the total number of document accesses should be the produict of

Tandot. Simon’s modeI I$ @ robust dynamic model of Web user access. It integrates
frequency and recency into a Simple mathematical mocel.

It estimates ot (R =2457, T=329385, and ct = RIT = 0.0072594) and Columbia
data (R=509, T= 156926, and ot —0.003244). To estimate Y calculate areas of Pareto
curves for different combinations of ot and y. Then a linear regression equation s
obtained as Area=-0.64622 * ot + 0.341996* Y + 0.107573 [6]

The results for Cache size

Broad| eys aking, Iargerc ches reerctto ettin hlgher hif rates. This common
knowld eIs re ecte mte] (?0 oeove it 1S very important to undergxn
that some cache size thresnld, cache cel roves margin n
more cache size. Also, the threshold vari esw th different removal o C|es an
dlifferent a and v values. The threshold is more obvious & v gets smaller (s

The getermination for a breF\k point can save cache size at ﬁsllght decreasing hit
rate. This Is very Important for cache resources of Proxy cache
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|
the ? A OWeVEr, it 15 very important to uncerstand thatb oné
some cache SI?] old. cache ge nce Im roves onI maroinal W
adding more cache space. This phenomenon can be clearly obse edfom ap
Also f%]thtrﬁshorl]dI (\j/arles Wlthbdlfferent removal p|0|ICIe_I§hanéi td|1‘ferentt a a?th
va s, The threshold is more obvius as er. The determination.of the

rP]omt can save cacrngs ace In S |tg g? Imhtdcr eln hit rate. T ?us 1S
very| portant for scarce cache resources in a proxy cache

Br?adlg fr)]eakln roer caches et hlgher hit rates. This common knowlede i
reflected | aﬁ]Z % ?

2.10.1 CONCLUSIONS

Throug the S|mulat|on of Sl[nons mode% and the experlmental simulati ?n of
ach R\ ICIES ?ur conclusions can be summarized, |m0ns mode |s
robust Yna IC moii us?r ace tterns lt nte ates enc
rec nc toaamg da mathematlca mode de rlve simu at lon 0 Web
e ol |C|es has va\n ?es over the trace |ven SImu %ons most often used In
resear dies. Model-glriven amulaémr allows a much broader range of access
tterns or experimental purposes andl allows us o link user access patterns with
he performance of the e cache policies.
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