CHAPTER Il
METHODOLOGY

3.1 ldentifying Different Regions According To The Presence of Undetected
Gross Errors

Let's consicler the case of two gross errors present in the system. Let e, o
be two random values of gross erors in measurements il and i2, respectively.
Assume also that the MIMT strategy (i.e. serial elimination strategy) is used to detect
gross errors.  The maximum power MT test statistics for the two measurements il
and i2 are given by.
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where  =AT(ASAD'A .Varance-covariance matrix ofd - '1a . The threshold
value for the MT test statistics is £ (which is usually the value of 1.9).

Diagonal elements of matrix ~ (ie. Wlii, Wizi2) are positive.  is also asymmetric
matrix (that is, WH2 = Wi2ii). If 2 (i arealso positive, the different regions are
identified as follows:
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Figure 3.1.a Different regions when two gross errors are present in the system.
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When Z/, z. < £ none of the two gross errors is detected becalise they are too small,
IntumwhenZ, z. > £at least one of the two gross errors is detected. Which one is
Cetected (or detected first) depends on which test statistic is greater, Z/ or .. We
now identify the corresponding regions:

Z/ =7, when

iA|+ ; = A|+ (in parts 1111 of the plane)
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Figure 3.Lb Different regions when two gross erors are present in the system.

Let'sconsider the cases Z; > 2> andzi > ¢> Z», in these cases gross eror (1
IS oetected first and the corresponding measurement il is eliminated. Then at the
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next stage of the serial elimination strategy, the test statistic for the measurement i2

is:

V Kan) (32)
2= p p
Then gross error s2 is also detected if
72=WaM (3.3)
P 1122 V"212

Where ' is the updated matrix  after measurement il has been eliminated.
Consequently gross error o2 is undetected (i.e. only gross error o1 is detected) if
12< £or \RK 2.

Note that we have

Pan ' Pin

This expression stems from the fact that wiziz» 00 (see appendix)
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Figure 3.1.C Different regions when two gross errors are present in the system.

Performing the same analysis for other cases, we obtain a typical figure with

different regions as follows:



33

“Roth 0; & 0,

Only 6, is|detected

,,~:{3:’:T:::_ 8,

No gross
is detected

=0

Only 0, is detected

aredetected Only 6, is|detected

Figure 3.1.d Different regions when two gross errors are present in the system.

where the value Si is given by:
(3:5)
1 yJW'm
" is the updated matrix  after measurement i2 is eliminated; Z 1 is the test
statistic for measurement i1 after gross error o2 has been eliminated by eliminating
the corresponding measurement iz .
Similarly, we also have:

(3.6)

It ad - aenegative, we canidentfy different regions as follows:
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Figure 3.1, Different regions when two gross errors are present in the system.

Clearly, in case two gross errors are present, there are 4 ( = 22) regions as
shown above. The shape of these regions changes with the values of Wij. Then, in
case three gross errors are present, there are 8 (=23) regions in the three dimensional
graph corresponding to 8 possibilities that can happen and so on. In each region,
only one possibility can occur and the corresponding integrand function is used in
that region.

Having identified the difference regions, we propose two methods to
evaluate the integral expressions as follows. Two approaches for calculating the
probability (P) and the financial loss (DEFL) are: (i) letting the integrand function
change accordingly to different regions in the whole sample space of variables (in
approximation method) and (ii): considering them as sum of separate integrals (in
Monte Carlo method).
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3.2 Methods For Calculating Integral Expressions For The Financial Loss And
The Probability

Under simplified assumptions (negligible process variation and normal
distributions), the general expressions given by Bagajewicz (2004b) for the
probability and the financial loss in the presence of two gross errors reduce to the
following expressions:

The probability p is given by:

en bath gross ermrs are detected)
Vi ...
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(when no gross errors is detected)

1d2<0
B e(2A2e(2ft2
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1 "erfc\Ap-\ SIAd2)> 0
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(when only gross errors 1is detected)

(when only gross errors 2 is detected)

where 5pa (<2,02), Sp{s1), s'p{o2) are the induced biases due to undetected gross
errors.  From (2.41), we see that we can express induced bias as a linear function of
undetected gross errors: 5'p'a(d{,62) = afo{+az02, sp(o[)=0eX sp (02)=azo0z1
Then, the above expression can be rewritten as:
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o\ mp >nip Z12 1:77'0’ Where;
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The financial loss DEFL is given by
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rae\d91 (39

where A= ai9 a2 ~ 2= and5=-pAL_1

Clearly, we see that these integral expressions require integrating a
discontinuous function that changes form in different regions.

3.2.1 Approximation Method
To calculate p and DEFL, one needs to evaluate integrals at the form

J:j"VZ erf{z)dz (310)

The essence of the approximation method is to replace one of the integrand functions
by a piece wise linear function. Thus if the error function is replaced by a linear
expression, J becomes

J*=X £ (y\ityziz)e'z dz (3.11)

which can be calculated analytically. Certain choices of piece wise linear functions
guarantee that the answer is an underestimate J*I or an overestimate J* ofJ (Figure
3.2). Thus, the integral Jean be approximated as the average of underestimate J*|
and overestimate J , that is:

J=(J1 +Ju)l2 (3.12)



Because Ju* and Ji are the overestimator and the underestimator of J, then, the
maximum error is given by (Ju* - J1 ).
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Figure 3.2 Approximation method.

To deal with discontinuity of the function, we partition sample space of variables
into regions as follows:

p=£ £ F(ox92)doxdo2

dr? "E X J[{r vt £EKjwoom

={g1" +f ){C +], |fi« m (p) (3.13)
H{IT +1 36 MAmIe* )
bh {£" +J, }m .a, , (P,
+E1E  Fraxsz)donen (P4)

The regions are depicted as follows:



3

<02 . . L o2
p. )P o | P P I p3 P
Cl. :
P, P P, [Pa
01
K, K, K, K, "
V
P2 p2
_ jo - I
| k2 p3 1 i k2 p3 '

Figure 3.3 Regions used in calculation.

In the first region (Pi) hoth gross errors are detected (F(0,,02) = F12)

and the first term (Pi) has analytical form. In the second region (P2) gross error 0] is
surely detected and there are two possibilities: one is that gross error o2 is also

detected (F(o,,02)= Fi2) when 2224902 € = 1,155, The other is that gross

error o2 is undetected (F(0,,02)= Fi) when 22=1AA LR N #21< ~;

2

i is Jone gt terms as follows:
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] (3.14)

+H{C' +c¢ }¢

pZacan be calculated analytically and p2bhneeds to be calculated approximately.

In the third region (Ps), gross error o2 is surely detected and there are two
possibilities: one is that gross error o1 is also detected (F(0,,02)= Fi2) when



= KIMIS A=y oxs « The other is that gross error o1 is undetected
(F(0:,02)= F2) when z, = \KA\ #

Similarly to Pz, Ps is partitioned into two terms as follows:

117

p3=1f,; {C t[Ki]F " erdB .

-1k 1{C +Ilyny 115
e, .

C tw % «.)
The term Psa can be calculated analytically; the term Pa, needs to be calculated

approximately.
The remaining term:

p,=tl Fi&awda,

All four possibilities can happen in this region. This term needs to be calculated
approximately.
In general, to calculate the terms (e.g. P:) approximately, the
following steps are performed:
Divide sample space of variables into subregions.
- In each subregion, check what possibility is (i.e., check for the presence & the
number of undetected gross errors), then use the corresponding integrand function in

that subregion.
- Determine the sign of the induced bias s 'piz (#1,dz) - a0\ + al t o

determine which form of the error function is in that subregion.
- Calculate the corresponding term in that subregion using approximation method.
- Calculate, for example »4, as summation o+ corresponding terms in the subregions.



41

P,:f £ F(ox,ez)deblez

=z Z ('  F(ete2)deldez

(3.16)

The financial loss DEFL can be calculated at the same way, the difference is the

integrand function.

The procedure to calculate integral expression.- as described above can
be extended to calculate p & DEFL when more than two gross errors are present in
the system. The principle is to partition sample space of variables into regions at
much the same way. There are regions that we know for sure information about the
presence of undetected gross errors (like Pi, P, Ps) and the corresponding integral
terms in these regions can be calculated analytically or approximately; but there are
also regions where many possibilities can happen (like Ps) and the calculation
requires USto perform the five steps as described above.

3.2.2 Monte Carlo Method
The principle of Monte Carlo method is briefly described as follows:

Suppose we need to evaluate the following integral:

p = [eeesf g {x)fx(x)dx (3.17)
in which g(x) is a function of X a vector of random variables described by ajoint
probability density function (pdf)fx(x); Qx is the space of*.

ITg(x)fx(x) is bounded on Qx and Qx is a bounded subset of Rk, the above integral
can be replaced by the following integral:

P= (-1 2(x)g(x)fx(x)che (3.18)
where:

Cflif X eQ,
00 = 10 i X £Qx (319

 (x) is the indicator function for the set Qx (Evans and Swartz, 2000).

To estimate the integral /J given by (3.17), we sample randomly a sequence of Xj,
I=\,2,...,N, from the density functionfX(X) and the space RKand compute the sample

mean.
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M = (*x (*)/ (3-20)
for computationally reasonable values of N. Since X\,i=1,2,..,k are independent
identically distributed random variables, it can be shewn that E[/} | = ju, i.e., [} is an
unbiased estimator of 1 (Lu & Zhang, 2003).

Monte Carlo method is applied to calculate the probability p&
the financial loss DEFL. In this approach, p & DEFL are considered as
summation of separate integral terms. The Monte Carlo method is used to
calculate these integral terms and then p & DEFL can be calculated as
summation of them. Therefore, it can be written as shown below:

(with R2 = [-00, 00jxf-00, 00])

p\mp>mp il21=—  p, where:
(0-y (01-“2
Ll ery ,._..____ %?j.ndf) (=PLi)
(when both gross errors are detected)
(0' 1)2 ((2' )2
e >
PiJin PiJin
(when no gross error is detected)
-2 @2 o
e » e A o
+erflaoy i, PiJin pliin ddd1=PLI)
(when only gross error Lis detected)
Q-2 @2

r _ iM3Ade b 2 ;
47 2+l 3] |fA3>o} gy paain ST
(when only gross error 2 is detected)
P=PLI+PL2+PL2+PL4

where //, 2. 13 and 14 are indicator functions for the corresponding integrals;
Al=aA™azo2 a2=-" -andAs="r~-
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f4)2 (2 2
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(when only gross error 2 is detected)

(DEFL2JI 2> - = F i+ FLL+FLi +FL4

where //, h, h and 1. are indicator functions for the corresponding integrals;

A zar  le\ A2= A - and A =- A -,

In these specific cases, we have:
(R (2.

—med- o 20
fx(x) =m,e?) = e o212 (3.23)

The procedure to compute the P & DEFL by Monte Carlo method
comprises of N trials, each trial comprises of 2 steps:

(i): generate random numbers #1 ande according to the probability distribution
function £(01,02)and the space Rz = [-00,00]x[-00,00]\

Because distributions of gross errors are uncorrelated, this task is equivalent to
generating O according to the normal distribution N(S',p1).



(i): with these values of (@ and %, check for the presence and the number of
undetected gross errors (by using the MIMT test) and calculate the values
In (x)g(x), corresponding to the integral terms PLj and FLj as follows:

_ L(for PL,) or | (for FLL) if both gross errors are detected (3.24)

Yl2n

o other cases

ny (*)g(*)i

jll-erf{-Ax)] ifT,<0] .. ..
gix (g (x)2=- [+ er1{4}] ifo>0j]) if no bias is detected

o other cases
ape<ant yIIapAll [L-erf(A,)} if Ax> 0 . o
O .\ 2 2 fl+erf(-4)] if Ax <0 If no bias is detected (for FLf)
o other cases

(for PLf) (3.25)

[L-erf(-A2j] ifA2<0} . X .
X (g3 [Lerffa)] if A > O if only bias 1 is detected
o other cases
ape<ay sj2dpA2 Ul-erf(A2)] ifA2> 0
o . F 2 \[\+erf{-A2)} if A2 <0

o other cases

(for PFY) (3.26)

if only bias 1 is detected (for FLi)

[\-erf{-Ai)} ifAs<0] . .
X (1)g00A=- [Leerf{A] if As >Oj]) if only bias 2 is detected
0 other cases
w2 ~apAjj [\-erf(A)] if.. >0
o . , 2 {[L+erf(-Al)] if.. <0
o other cases

(for PLf) (3.27)

if only bias 2 is detected (for FL4)

where A1, A2, As are shown above.

The estimators for PLj or FLj can be calculated from equation (3.20). Then p &
DEFL can be calculated as sum of integral terms PL, & FLj (Eq. 3.21 & 3.22).
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