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To estimate real estate values, a complex valuation model based on
artificial neural network (ANN) has been established as a successful means in
modern machine learning research, specifically when high-dimensional data are
available. Unfortunately, the real estate data in many locations, such as Thailand,
are quite limited in terms of features. Hence, it becomes mandatory to reduce the
complexity using feature selection techniques. These techniques aim to improve
performance by identifying significant factors and help decrease the computational
overload and model construction. However, due to the lack of explicability and
interpretability in ANNs, the analysis of input factors cannot be explained directly
by model composition. In this research, we apply a combination of a boosting
strategy and input sensitivity analysis in an improved Garson’s algorithm to perform
feature selection that can adjust its selection criteria through each iteration on an
ANN model. This proposed technique is then compared with other traditional
feature selection techniques using synthetic data and real-world house valuation
data. The results show that our model can maintain the sensitivity coefficient for
every informative feature. The technique of this study provides a set of features
that influences the house price and implies the character of each specific area. It is
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1. Introduction

Real estate industry involves some of the most massive investments in the world
due to its value and economic impact. In recent years, the real estate industry has
become more computerized with the development of automated valuation models
in both research studies and real-world online services. Many machine learning
models have been reported as the house price estimators to support customer
decisions ([1], [2],[3]) Currently, with the emergence and growth of real estate
industry, the amount of real estate data has risen annually, impacting many areas
such as taxation, obtaining loans from banks, and socialization. The artificial neural
network model (ANN) has been widely used recently in this area due to its

performance with a large (big) data and ability to treat irregular statistical relations.

An artificial neural network (ANN) is a computational model based on the
structure and functions of biological networks of the human brain. The advantage of
this model over the hedonic models is its capability to deal with the complex
relationships between inputs and outputs such as nonlinear relationships. An ANN is
considered to be a powerful data modeling tool based on its ability to represent
nonlinear problems and thus allow a broader range of variation. These models can
capture different quantitative and qualitative variables that affect the value of the
given data ([4], [5]). This means that in the field of real estate valuation, this
capability can be very useful in complex systems found in this field where
motivations, tastes and budget availability often do not follow rational behaviors.
The ANN has demonstrated its robustness as a real estate valuation model
comparing to the hedonic models in many cases([5], [6], [7], [8], [9]). Moreover, due
to its theory of universal approximation, the ANN is capable of fitting any continuous
function, allowing them to capture complex trends, and working with extrapolated
data [10]. This make ANN to take advantage over the tree models in real estate area
since the house price is possible to be change differently from many factors in a few

years.



In spite of the amount of data, the accuracy of this model mostly depends on
the amount and completeness of these specific features. This indicates that the
different characteristics of each district can influence house prices in different ways.
Since the neighborhood characteristics in each larger area, such as the country, are
diverse, the local features that affect the house price should be different too. In the
area investigated in this study, namely, Bangkok, Thailand, only some residential data
have been collected, and the intrinsic influence factors of these data are still
unknown. Thus, various local features are collected, considered, and then selected

through the feature selection process.

In data science, data are usually represented by high-dimensional feature vectors
that in many cases are the key factors for the curse of dimensionality [11]. Data with
high-dimensional features will cost more time to treat, consuming greater resources
due to their complexity that grows exponentially with dimensionality. The simplest
approach to avoid this issue is to perform dimensional reduction to reduce their
complexity. On the other hand, it is not easy to determine a priori which features (or
input variables) are truly necessary to capture the main characteristics of the studied
phenomenon. This is a critical issue, since fast improvements in data acquisition,
storage, and management cause the number of redundant and irrelevant features to
increase. This leads to reduced learning performance and predictive capability of the

models.

Many research studies have illustrated the advantage of a feature selection
method over data complexity. Well-known machine learning models, such as ANN or
gradient boosting, usually weigh each input feature with its informative to prediction
value. Some feature selection methods are applied before a training prediction
model to decrease the time consumption and increase model performance.
Reducing or filtering noise in the data can also lead to the much-improved efficiency
of the prediction model. However, these approaches can be affected by their
limitations. Some methods are very effective with a specific prediction model, such

as recursive feature elimination (RFE) and random forest, to choose a reasonable



feature selection method for our prediction model. The proper feature selection
method will tend to find the best subset of features that obtain the highest accuracy

for the specific model with lower time consumption.

In this research, we aimed to address the problem of a limited feature dataset or
an enormous dataset with redundant and irrelevant features. Therefore, we
proposed a feature selection boosting strategy that can select informative input
variables incrementally through each iteration that is suitable for an ANN model. We
employ a boosting algorithm to decrease the error rate of the model by focusing on
examples that were poorly processed by the previous network [12]. Using this
approach, we believe that the resulting weights will lead the estimator to choose a
new feature adapted to previously selected features. This method will be useful for
applying to real-world regression problems, such as real estate valuation that have a
variety of datasets and influenced factors. Furthermore, a new feature sensitivity
estimator, called improved Garson algorithm (IGA) [13] was used in this approach to
deal with the black-box problem in the ANN models to estimate the importance of
each feature in each iteration. Then, the boosting feature selection method with a
novel improved approach is provided, evaluated, and compared with other
traditional feature selection methods in both a synthetic and real-world data
application. Finally, we applied our model to the Kaggle competition dataset, celled
the Zillow Prize, to evaluate the performance and rank of our method in this

competition.



2. Reviews

In regression and classification problems, a feature selection method is often
used to reduce data complexity and noise. These can be divided into the filter,
wrapper, and embedded methods. Filters, such as Regressional Relief (RReliefF) ([14],
[15]) and correlation-based feature selection ([16], [17]) also called single factor
analysis, rank the individual predictive power of each feature or variable according to
a specific relevance measurement such as mutual information (MI) ([18], [19]) or
Pearson’s correlation [20]. Then, the feature with the highest correlation value will
be chosen through each method iteration. The wrapper approach, such as RFE [21],
uses combinations of features to determine the predictive power and will find the
best combination of features through the evaluation criterion of the model. Both
approaches can be used with a search strategy to obtain the best result, but these
approaches present a major drawback in that they are computationally intractable
and time-consuming. Thus, a suboptimal set of relevant features tends to be
selected rather than the complete set of useful features. The embedded method is
an inbuilt feature selection method that controls the value of the model parameter
instead of selecting or rejecting the features or variables and is also called a
regularization function. The regularization term is often introduced in the cost
function such as in LASSO [22] and RIDGE [23]. These methods are well-suited to
treating the problem when the number of potential features is quite restricted.
These types of feature selection methods can either work separately by themselves
or cooperatively as the ensemble learning based feature selection. the ensemble
learning based feature selection is the combination of several feature selection
methods and ensemble learning to compensate the inconsistencies between
elementary feature selectors and improve the robustness of selection process ([24],
[25], [26], [27]) This empirically enhance the selection robustness and overcome the
approach with considerable stability improvement in several domains ([28], [29], [30],

[31]).



Variable and feature selection have become the focus of many types of research
in areas involving the application of large datasets. Domains with large numbers of
input variables suffer from the curse of dimensionality in which multivariate methods
may overfit the data [32]. A higher number of dimensions theoretically allows more
information to be maintained, but practically rarely help due to the higher possibility

of noise and redundancy in real-world data [33].

Several studies have demonstrated the potential of feature selection methods to
improve predictors in recent years ([34], [35], [36], [37]). Since feature selection aims
to reduce the dimension of a dataset by selecting variables that are relevant to the
predicting attribute(s), recursive feature elimination (RFE) has been performed to
eliminate some of the original input features and retain the minimum subset of
features that yield the best classification performance. This method has been either
widely composed with other modern models or assembled with other feature
selection methods in recent year ([38], [25]) RFE also was illustrated its potential to
improve the performance of different types of model in classification task and avoid
the overfitting problem [39]. Following the same concept, principal component
analysis (PCA) has been applied to feature selection and for selection of several

essential individuals from all of the feature components [40].

Another popular choice for feature selection is MI that quantitatively measures
both the linear and nonlinear dependence between the variables ([41], [42], [43]). MI
is considered as an effective method to select the significant features and deny the
undesirable ones by finding the minimum feature subset with the highest
discriminative ability that improves model performance. However, Ml suffers from the
limitations of the parameter distribution, the justified stopping criteria of a greedy

search method, and practical usage in a regression problem [43]. For the last



limitation, the adequacy of applying Ml as a feature selection criterion has been
demonstrated in [44]. Features selected with the MI criterion are the features that
minimize the mean squared error (MSE) and the mean absolute error (MAE). By
contrast, it was shown that the mutual information criterion fails to select optimal
features in some situations. Feature clustering-based methods aiming to find a subset
of the features that minimizes the regression error using conditional MI has been
proposed ([45], [46], [47]) as an approach for the application of Ml in regression
problems. These studies show the efficacy of Ml to perform in regression task with
suitable stopping criteria. This idea was improved further in [48] which proposed a

novel stopping condition for Ml that can ensure the prediction error boundary.

For regression analysis, several feature selection methods have been applied to
increase the predictor accuracy and reduce the computational exhaustion [49].The
use of RRelieff, an adapted version of the Relief algorithm [50] for regression
problems, has been presented in [14]. Experiments on artificial and real-world data
sets show that RReliefF correctly estimated the quality of attributes in various
conditions and can be used for nonmyopic learning of the regression trees. An
alternative approach has been illustrated in [51]. This approach applies the theorem
of the intrinsic dimension to employ a new supervised filter based on the Morisita
estimator [52]. It can identify the relevant features and distinguish between
redundant and irrelevant information and offers a graphical representation of the

results.

In this study, we proposed a new wrapper feature selection method based on
ANN and IGA. Moreover, three traditional feature selection methods, RFE, RReliefF,
and MI, were considered as a baseline for this study due to their simplicity and

efficiency. These methods were applied on the synthetic and real-world datasets,



and their performance characteristics were measured and compared to those

obtained with on the ANN model.



3. Background

3.1 Factors Influencing the Housing Price

In recent decades, machining learning methods were involved in real estate area
to determine the house prices based on their specific information ([1], [53]) and the
trend of price that change over time [54]. The relationship between house prices and
environmental factors has been evaluated from various perspectives. A review of the
literature showed that many factors influence the house price ([55], [56], [57]), with
interest rates, housing construction, unemployment, and household income as
important explanatory factors for house prices. This analysis indicated that house
prices react quickly and strongly to changes in interest rates. However, this interest
rate path reflects an expected decline in unemployment and an expected increase
in the growth of wage income. Concerning socioeconomic factors, the population
size, percentage of the elderly in population, violent crime rates, and foreclosure
rates produced better effects on housing prices in some areas [58]. On the other
hand, mortgage rates had less significant effect for housing prices in some areas.
Population density, income, and gross value added are considered to be the most
significant factors that affect house price fluctuations in London, indicating that

population and income are primary indicators of increasing housing prices [59].

House location and neighborhood are also major influential factors that affect
house prices. As physically aspect, land-specific topographical characteristic can
either increase or decrease the resident value depend on the local topography that
give an advantage or disadvantage in each location ([53], [60]). House location also
can represent the lifestyle quality of each area that must be considered when
purchasing a residence. Proper infrastructure in the housing area also contributes to

the increase in house prices. Specifically, there are spatial neighborhood and



location attributes that affect house prices. This variability is more strongly
manifested for within-group means than between group means. That is, there are
strong variations for individual houses within the same locations and neighborhoods
[61]. Various studies on the impact of location and dwelling characteristics on the
residential property values/prices were revealed in [62]. The physical and structural
specialties of a dwelling, as well as the location of the residential property in terms
of accessibility to the workplace, public transportation, proximity to schools,
children's playground, and sporting facilities, all contribute immensely to determining

the residential property value.

Research carried out in Spain supported the generalization that the location of
the housing is an essential factor to consider when purchasing a house [63]. The
distance to the central business district (CBD), immigration rate, and socioeconomic
factors were proved to be informative factors for house purchasing. Houses that are
accessible to the services and facilities and are a short distance from the workplace
can help occupants save on transportation expenses. Accessibility has also been
proposed to be an influencing factor in [64]. According to urban economics,
accessibility improvements resulting from a transportation project influence the
residential location choices of households, and the land rents at equilibrium include
the valuation of the accessibility gains made by residents. Accessibility to
opportunities was found to be a significant factor in property price increases [65].
Furthermore, it is convenient to consider not only the accessibility to transport
services, which has been a regular practice in most research but also accessibility to

the destination opportunities because it motivates the trips made by users.
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Attribute Description

SalePrice Property price

Beds Number of bedrooms

Baths Number of bathrooms

Parking Lots Number of parking lots

Size Total size of the property in sq.m

LotSize Size of land lots in sq.m.

Property Type Types of the property (House, Town house
and Condo)

DistrictID Identifying number of each district in Thai-
land

SubdistrictID Identifying number of each subdistrict in

each district

Table 1 Description of features in the HomeZnd dataset
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Attribute Description

InfRate Inflation rate (Baht/year)

IntRate Interest rate (Baht/year).

PurDmnd Purchase demand (purchashing count/year)

PopGrwRate Population growing rate in each district (per
year).

PopDense Population density each district (per year).

CrimeRate Number of crimes that are committed dur-
ing a month in each district

DistShoppingMall Distance to nearest shopping mall (km.)

DistRecPlc Distance to nearest recreation place (km.)

DistGreen Distance to nearest green zone (km.)

DistEdu Distance to nearest education center (km.)

DistHealth Distance to nearest health center (km.)

DistCBD Distance to Central Business District (km.)

DistMRT Distance to nearest Metropolitan Rapid
Transit station (km.)

DistBTS Distance to nearest Bangkok Transit System
station (km.)

Highway No. of access point to highway

ImgRate Immigration rate for each district (per year)

empRate Employment rate for each district (per year)

Avglncome Average income per district (per year)

SaleProp No. of property for sell in each district

Table 2 Description of crawled data from OSM

In this work, we used the real-world dataset obtained from three different data
sources: Home2nd from Home Dot Tech Co., Boston housing from the UCI Machine
Learning Repository, and Zillow Prize from the Kaggle competition. Every dataset has
limited features that contain many missing data depend on the difficulty of the data

collecting process in each area. In particular, for Home2nd data, only some residence
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information features are available as displayed in Table 1 that are much lower
compared with other datasets since there is no published data collection policy and
data center for resale real estate in Thailand. The difference and integrity of the
collected data vary due to data sources, possibly giving rise to inaccuracy in property
valuation and is not sufficient to make a purchasing decision. As we mention in this
section, house prices can be implied in different aspects that inform the user's
decision and improve the appraisal model. Hence, we decided to crawl more
features from other open source databases, as illustrated in Table 2. Although there
were many features, the appraisal model was still not efficient enough to use to
support a customer's decision due to the characteristic of living conditions in each
area. Some features, such as accessibility, are necessary for some areas but will be
judged as insignificant features in other areas. Thus, the feature selection method

using an ANN was applied to find the intrinsic informative features for a specific field.

3.2 Features important analysis on Artificial Neural Network

The evaluation of input factors in a complex system is both a significant and
challenging topic in the sensitivity analysis. An ANN is often viewed as a black box
that lead to the limitations in performing factor analysis. Several methods have been
defined after a brief description of the connection weights algorithm to quantify the
relative importance of independent variables in predicting the output variable for an
ANN [66]. Here, we describe the methodologies for analyzing the variable

contributions in the ANNs examined in this study.
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3.2.1 Garson's Algorithm (GA)

. output layer
input layer

hidden layer

Figure 1 Structure of a single-layer ANN model used in Garson’s algorithm.

i TN
j=1( n W )
k) = Wi Uik

The IGA is a global sensitivity analysis method that considers the influence of
uncertain inputs over the whole input space provided in [13]. This algorithm can
solve the stability and precise problem of the original GA. The IGA introduced the
system input attribute value x;, where i = 1, ...,n, into Garson's output proportional
allocation algorithm. The sensitivity coefficient of the \(k\)-th output with respect to

the /-th input sensitivity coefficient S,’: (i) was calculated from Equation 1.
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3.2.2 The Improved Garson's Algorithm (IGA)

The IGA is a global sensitivity analysis method that considers the influence of
uncertain inputs over the whole input space provided [13]. This algorithm can solve
the stability and precise problem of the original GA. The IGA introduced the system
input attribute value x;, where i = 1, ..., n, into Garson's output proportional
allocation algorithm. The sensitivity coefficient of the k-th output with respect to the

i-th input sensitivity coefficient S,f(i) was calculated from Equation 2:

XiWi1Vike ., Xi%ijVjk

§P(1) = iz XV (=1 KWy @
i=1 Z 1 XiWiq 1 XiWij

where p (p = 1,2, ..., P) represents the sensitivity coefficient calculated with the
p-th input sample value. The appropriate input attribute sampling method was
selected from the entire input space to calculate the sensitivity coefficient. Thus,
when the sensitivity of the i-th attribute is found, the other input attribute values are
also randomly selected in their domain, rather than being fixed as the center value.
The IGA is a global sensitivity analysis method and has a greater practical significance.
The input attribute selects the appropriate sampling method and sampling points,
calculates the sensitivity value for the k-th output at each sample point, and then
finds the mean u,, P(i) and variance vy, P (1), respectively. The sensitivity and

interactivity of the input attributes are derived from Equations 3 and 4, respectively:

1 P
w () =5 ) SPQ) 2
p=1
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These methods determine the relative importance of the predictor variables of
the model as a function of the ANN synaptic weights [67]. The IGA can effectively
solve the accuracy issue of GA by considering the influence of uncertain inputs over
the whole input space and improve the ranking performance of sensitivity analysis.
Furthermore, this method plays its role as a global sensitivity analysis that respects
the effect of uncertain inputs over all input space; this approach is more reliable
than the local sensitivity analysis method. The application result in the IGA research
also illustrated the feasibility and capability for deployment in the data analysis
applications. Thus, the IGA was then used to find the optimal feature importance

criterion to select informative inputs for the property valuation model.

3.3 Boosting Strategy

Boosting is a method that combines consecutive weak learners to create a
stronger learner. In other words, since its goal is to solve the net error from prior
networks, the probability of a particular machine depends on the performance of
previous learners on that example. This method is usually applied to the decision
tree model in the area of a classification problem. In this research, we focused on

AdaBoost, one of the well-known boosting strategies.

D = maxjL,le;| (5)
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AdaBoost was introduced in 1995 by Freund and Schapire [68] and has become a
popular algorithm to iteratively build a classifier as a linear combination of the so-
called weak classifiers. At each step, a new weak classifier is added to optimize the
classification error rate with a new weighting on training samples. Several methods
have been proposed for modifying AdaBoost for regression, such as AdaBoost.RT [69]
for use in regression problems that uses the so-called absolute relative error
threshold d) to project training examples into two classes (poorly and well-predicted
samples) by comparing the absolute relative error with the threshold (I)
Unfortunately, it is, not obvious how the proper value of (I) should be chosen.
Therefore, in this study, we selected another boosting strategy, AdaBoost.R2, [70].
The principal concept of AdaBoost.R2 is very similar to the original AdaBoost, but

they differ in the strategy adopted to choose the final prediction.

The method used in AdaBoost.R2 is to express each error concerning the largest
error of n features, as seen in Equation 5 such that each adjusted error e’ is in the
range of [0,1]. In particular, one of three possible loss functions is used as shown in

Equations 6-8:

€j (6)
e'l- =TT
D
Or
2
T "
e; = e
Or
—e
e';=1—expD’ ®)

Therefore, degree to which instance x; is reweighed in iteration t depends on

how large the error of the hypothesis h; is on x; relative to the error on the worst



17

instance. In this research, apart from the analysis of the impact factors, we
considered the effects of the variation in each example that may impact the
sensitivity analysis performance. AdaBoost.R2 was deployed with the IGA to improve
its performance based on the error in each sample. From preliminary experiments,
we also found that this method works consistently well with a square loss function.
Thus, AdaBoost.R2 was applied in this study to adjust the probability that the
appropriate feature will be selected incrementally in each iteration. The boosting
strategy used the error calculated from the previous network with the former set of

impact features to adjust the feature selection criterion for the next leamer.
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4. Proposed Method
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Figure 2 Overview structure of proposed method.

In this study, we propose a boosted feature selection strategy that can select the
informative input variables incrementally using the Boosted IGA (BIGA) as a selection
criterion. The principal hypothesis of this research is that the factors that influenced
the house price can be retrieved not only from the effect of feature sensitivity but
also from informative data samples. Figure 2 shows the overall process of the
proposed method. The IGA and AdaBoost.R2 are combined to perform as a feature
sensitivity estimator. Then, the boosting strategy is deployed to weigh over all the
samples via their estimated error. The most relevant factor is then collected through
each iteration, then the performance is evaluated with previously selected features
until every feature is selected. The feature set that has the lowest error is considered

as the set of informative features.

The selected features were estimated by the sensitivity of each feature and the
distribution of the error weight in each sample. This method can optimize its

selected feature set in each iteration and maintain the character of the IGA as a
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global sensitivity analysis. More specifically, the informative features are selected in

every iteration without an impact from sample variation.

4.1 The IGA-Based Estimator

Wij

X2 —p ‘—’y

x output layer
n »

input layer

hidden layer

Figure 3 The structure of 1-layer neural network model used in proposed method.

In this study, we compared the performance of a single layer and multilayers of
hidden neurons structure to select the model structure that obtains the best
performance for our method, and then displayed the results in Figure 3. The model
optimization was performed by a grid search algorithm to find the best topology for
each structure. All ANNs were trained using the backpropagation algorithm with the
same optimization function. The evaluation method and comparison result are
displayed below. Then, we adapted both feature sensitivity importance estimators
based on the IGA to be independent from the regression engine and a boosting

strategy based on the ANN error.

We have a set of examples Xy, where p = 1,2, ..., P Each X,, is associated with a
value y, for the result that we want to predict. We divide the data into a training set

A and a test set E. Then, set F of features x,, , 1 < i < N can be computed for each
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Xp. The main objective of this method was to select a subset of features FS c F
adapted to a specific regression model in each iteration 0 < t < T. Then, the

procedure continues as follows: first, all of the examples were initialized at the same

1
weight DS = F and the set of the selected features was set to be empty. Then,
the ANN generated the sensitivity coefficient, S,f, that is used in the feature
importance estimation for input layer /, hidden layer j, and output layer k with input

p sample value. Calculation of the sensitivity coefficient was performed as shown in

Equation 9:
XWin Vg WY
n
SP(0) = i=1 XiWi1 i=1 XiWij (9)
n (Wil X;WiqV N\ XiWijv
=1 Z 1 XiWi1 XiWij

where wy;; is the connection weights between the input layer and hidden layer
neuron, Vji is the connection weights between the hidden layer and output layer
neurons. Since our ANN model contains only one output layer, we drop the variable
k from the equation. After SP (i) are calculated, the sensitivity and interactivity of the
input attributes were ranked using the mean u (i) of each feature sensitivity
coefficient. In particular for u(i), we introduced the weighting function on sample,
D{,, which is a nonnegative function with ng = 1. This function is applied here to
scale the importance score according to the error of each sample as shown in

Equation 10:

P

1
u(i) = FZ(l — D;)SP (i) (10)

p=1
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The result of this estimator is ranked in the descending order of the mean of each
feature. The best feature according to this criteria was added to the feature set to be

used as a training feature for our the regression model.

4.2 The ANN Model with A Boosting Strategy

After obtaining the selected features in the feature set, the ANN model was
applied to generate the predicted results and estimated the error of this set of
selected features. The prediction results of the model in this iteration were then
used to compute the new weights, Df,”, from the previous error provided by
previously selected features for each example in the next iteration using the

AdaBoost.R2 algorithm.

The ANN regressor was applied with the selected data in the feature set to
generate the hypothesis h;: X = R in each iteration t with the set of selected
features from the input variable X. Fach adjusted error e'f was calculated by
mapping each prediction error into an e't for each instance, to express each

prediction error in relation to the largest error, using Equations 11 and 12:

E, = maxf:]_lyi — he (X)) (11

e i = he(x)?
€i E? (12)

Then, this function was averaged over all of the weighted examples to calculate

the adjusted error of h; as shown in Equation 13:

P

— t
€ = Z e'iD} (13)

i=1
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Knowing the adjusted error of the hypothesis, €;, the weight updating parameter

(denoted B;) was computed using Equation 14:
€t
(1-€r) (14)

Bt =

Finally, we used the sample weighting function in the previous network to
calculate the weighting function for the next feature selection criterion in the next
iteration after updating with the updating parameter, as shown in Equation 15:

t
t pl=ép

DLV LRt (15)
p Zt

where Z; is a normalizing constant.

The weight of each sample was updated since it is a misleading result. The
samples with a larger error will receive the higher weights than the others. By doing
this, the next resulting weights will improve the feature selection criteria and lead it

to choose a better feature.

The weight of each sample was updated since it is a misleading result. The
instance with a large error receives a higher weight than the others. By doing this, the
next resulting weights will improve the feature selection criteria and lead it to

choose a better feature.
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5. Experimantal Study

5.1 Experimental Setup

To test our approach, one synthetic dataset and three real-world datasets were
used with the proposed method. The synthetic data was used as a feature selection
performance indicator because its important features were significantly set from the
beginning. Then, the real-world data were processed in a feature engineering process
and then used to estimate the capability of the proposed method to select essential

factors in the real-world property dataset.

5.1.1 Friedman Dataset
This dataset was used to validate the multivariate adaptive regression splines
(MARS) models to uncover the structure in the data. The output Y is given by

Equation 16:

Y = 10sin(mX;X;) + 20(X5; — 0.5)2 + 10X, + 5X: + € (16)

where X1, X5, X3, X4 and X5 are independent and equally distributed variables
and € is Gaussian random noise with zero mean and unit variance. The input space
of this function has three nonlinear and interacting, along with two linear variables,
and five that are irrelevant. Finally, the Friedman dataset is produced by randomly
sampling N points from the inputs. In this research, the sample size was N = 1000

points.

The Friedman dataset is characterized by a nonlinear structure, and its input
space contains extra variables that can be removed without affecting the learning of

the target Y. For this reason, we chose this dataset to validate the ability to select



the relevant variables and to remove the irrelevant and redundant variables of our

method.

5.1.2 Boston Housing

Type Attribute

CRIM Crime rate per town.

ZN Proportion of residential land zoned for lots over
25,000 sq.ft.

INDUS Proportion of non-retail business acres per town.

CHAS Charles River dummy variable (1 if tract bounds
river; 0 otherwise).

NOX Nitric oxides concentration (parts per 10 million).

RM Average number of rooms per dwelling.

AGE Proportion of owner-occupied units built prior to
1940.

DIS Weighted distances to five Boston employment
centres.

RAD Index of accessibility to radial highways.

TAX Full-value property-tax rate per $10,000.

PTRATIO  Pupil-teacher ratio by town.

B 1000 % (Bk — 0.63)? where Bk is the proportion
of blacks by town.

LSTAT Lower status percentage of the population.

MEDV Median value of owner-occupied homes in
$1000’s.

Table 3 Description of features in Boston Housing dataset
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This dataset, created by Harrison et al. is derived from the information collected by
the U.S. Census Service concerning housing in Boston, Massachusetts. The objective
was to predict the housing prices in different areas of Boston. The dataset contains
506 instances and 14 continuous features and can be found in the UCI Machine

Learning Repository. The description of each variable is illustrated in Table 3.

For this dataset, we used the interquartile rule for outliers to identify the outliers
in the data. The interquartile range (IQR) was calculated by subtracting the first
quartile from the third quartile to demonstrate how the data is spread around the
median. Then, the IQR was multiplied by 1.5 according to the rule, and then the data

samples that were out of the IOR range were eliminated.

5.1.3 Zillow Prize

This dataset is provided in the Kaggle competition by Zillow. The main objective
of this competition is to predict the logerror between their valuation model
prediction calculated from Equation 17, and the actual sale price for the months in

Fall 2016 and 2017.

logerror = log(Zestimate) — log(SalePrice) an

The complete dataset consisted of 2,985,217 cases with 58 features including
property information (ex. air condition type, living space, number of rooms), location
(ex. latitude, longitude, neighborhood area), and taxation. The competitors have to
create training and validation data from 90,275 and 77,613 transaction points in 2016

and 2017, respectively.
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For preprocessing, we eliminated the outlier data using the same IQR method as
that used in the previous dataset. Then, the features that contain more than 98% of
the missing value or contain only one unique value were classified as uninformative
features and dropped. Finally, these features were separated into two groups
according to their type: numerical and categorical. Numerical features were
employed in the feature extraction process to produce location-based and
neighborhood-based attributes and then imputed the missing values with the mean
of each feature. For categorical features, we imputed the missing values with one
negative value and represented their value in numeric data through the embedding

layers in model.

5.1.4 Home2nd

The data provided at www.home2nd.com contains resale real estate information
in Thailand. The dataset contains data for 43,922 properties in Bangkok and 63
features, including house information, location information, date-time, post
information, and house price (including both sale price and rental prices.) In this
study, we considered only 14 out of all the features that could impact house values
and focused on only the sale price that was provided in terms of a price range. We
decided to focus only on the property information and location features discussed in

the previous section.

According to [71], many other kinds of features can be beneficial for obtaining an
accurate price range. Therefore, the data crawling process from OpenStreetMap
(OSM) was carried out to acquire the data of the surrounding environment. The OSM
is a free, editable map of the whole world that is being built by volunteers from
scratch and released with an open-content license. The points of interest data, such
as amenity places, green zone, and recreation place, and transportation stations

were obtained through the database web API called Nominatim. Nominatim is an
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open-source geocoding associated with OSM data. This APl was used to calculate the
distance to each nearest point of interest (POI) that we illustrated in the prior
section. We also extracted some more features from unselected features that we
expected to be an informative feature in our valuation model, such as days on
market (obtained by counting the days between the CreateDate and CloseDate
variables). Furthermore, location features, such as the latitude and longitude values,
were used as the basic information to crawl the neighborhood environment data of
each property from the OSM. We narrowed down the focused area to be only in
Bangkok. Thus, the features that have a larger scale than the district area were not
considered, and this reduced the number of samples to 11,697 including three types
of property in Bangkok (Condo, Home, and Town House). As a result, these features
from Home2nd and OSM were combined to construct the new Home2nd dataset

used in this research.

The Home2nd data were processed to be suitable for feature engineering and
then imputed for their missing values by obeying the following conditions: for every
quantitative continuous data, such as the property and distance from the POls, we
filled them with the mean value for each feature and mean value in each district for
those that were related to the location. For every quantitative discrete feature, we
filled them with the median value. Finally, the outliers in the data were also

identified using the IQR.

5.2 Evaluation Setup
We evaluated model performance with two estimators, namely, the root mean
squared error (RMSE) and the mean arctangent absolute error (MAAPE) to obtain the

validation feature set. Furthermore, the predicted results from the Zillow dataset
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were also evaluated on Kaggle.com using mean absolute error (MAE) to be ranked in

the leaderboard.

5.2.1 Root Mean Square Error - RMSE

=1 —y)?
n

RMSE = (18)

The RMSE was used to measure the standard deviation of the residuals that are a
measure of how far from the regression line data points are; RMSE is a measure of
how to spread out these residuals are, calculated by Equation 18; where y O is

predicted value, y is the observed value, and n is the total number of samples.

This estimator is a good measure of accuracy, but only for comparing prediction
errors of different models or model configurations for a particular variable and not

between variables because it is scale dependent.

5.2.2 Mean Arctangent Absolute Percentage Error - MAAPE

7y ) (19)

N
1
MAAPE = NZ(tan_l(
i=1

fori=1,..,.N

MAAPE is a new estimation method developed from the well-known estimator
called mean absolute percentage error (MAPE) proposed in [72]. The MAAPE can
overcome the MAPE limitation of going to infinity as the actual value goes to zero by
bounding its range with the arctangent as shown in Equation 19; where A and F are

the actual and forecast values, respectively.
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The MAAPE obtains a more balanced penalty between positive and negative errors
than MAPE, although the penalty function of MAAPE remains asymmetric. This
estimator can also be particularly useful when enormous errors are due to mistaken
or incorrect observations. We decided to use this estimator to express the
performance of the model without the impact of the scale of the product. Moreover,

it is quite easy to explain the error of the results in a business-related manner.

5.2.3 Mean Absolute Error

N
1 !
MAE = = (I¥'s =i @
i=1

MAE is the mean of the absolute values of the individual prediction errors on
over all instances in the test set. It was used to measures the average magnitude of
the errors in a set of predictions, without considering their direction. The calculation
is shown in Equation 20; where y' is predicted value, y is the observed value, and n

is the total number of samples.

In this study, MAE was applied as an evaluation metric in Zillow Prize
competition. Submissions are evaluated on MAE between the predicted log error and
the actual log error to ensure that valuation models are not biased towards

expensive homes.

Since this study is based on an ANN where the hyperparameters can affect the
model performance, the hyperparameters of that ANN were considered as one of
the major keys in this study. These variables were set differently according to the

scale of features and samples in each data. We ran an experiment to find the most
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suitable ANN structure for every data. The parameters of the network model were
set as follows: the rectified linear unit (ReLU) was applied as an activation function
for both weights learning between the input layer and hidden and between the
hidden layer and output layer. The learning function used Adam with a learning rate
of 0.001, performance function as MSE, and the remaining parameters were set as
default. For Zillow, we assign an ANN model to be more complex to produce the
prediction result that could be placed in a higher rank. First, the embedding layers
were employed for each categorical feature to represent the discrete value into the
continuous vector. Then, the inputs from the embedding layers were concatenated
with the inputs from a numerical input layer before feeding into the hidden layers.
This model contained three hidden layers in which their activation function was set
as a one tanh function, and two Rel.U function, respectively. Every hidden layer was
connected to the dropout layer to prevent the results from the overfitting problem.
We also used Adam in this model, with a learning rate of 0.005. The training and
validation in each data were randomly selected five times through the cross-
validation method with the same model structure as used for model performance

validation.
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5.3 Result and Discussion

Dataset Single-layer 3-layers 5-layers 7-layers
MAAPE RMSE MAAPE RMSE MAAPE RMSE MAAPE RMSE

Friedman 15.31221 2.553 13.715  2.308 15868 2.622 16.422 2.975

Boston 28917 9.181 14561 4.219 14923 4.461 15.156 4.488

Home2nd  41.7268 0.5421 31.7525 04189 28.953 0.3776 30.063 0443

Table 4 Comparison result between the three model structures for the ANN model.
Every model is trained using all of the features of each dataset in the regression

task.

First, we performed an ANN structure comparison to find the model that yields the
best performance for our method. Since the topology of an artificial neural network
is determined by its structure and hyper-parameters, the different single-layer and
multilayers ANNs model were constructed through grid search algorithm, and then
we perform a task in each dataset to obtain a comparison score. The result from

each task was evaluated by the RMSE and MAAPE estimators as displayed in Table 4.

An examination of the results shows that more complex structure of ANN can
perform better than a single-layer model, but not in all cases. For the Friedman and
Boston datasets that are small-sized datasets, the 3-layer ANN obtained lower RMSE
and MAAPE scores than the more complex one, but in a medium-sized dataset such
as Home2nd, the 5-layers obtained the lower error instead. This illustrated the effect
of data size on the model structure and performance. An inadequate match
between model complexity and data size can cause problems in the model learning
process such as underfitting and overfitting. In this experiment, the average samples
of the benchmark dataset are approximately 5000-20,000 samples. Therefore, we
decided to use a medium complexity structure, a 3-layer ANN model, as a baseline

model for our method since it can perform much better than a single-layer ANN and
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its performance is not much different from the more complex model according to

the data size.

Then, to indicate the method behavior, we compared the proposed method with

the well-known feature selection techniques of RFE, RReliefF, and M.

The RFE is a feature selection method that fits a model and removes the weakest
feature (or features) until the specified number of features is reached. The features
are ranked by their coefficient and importance score, and by recursively eliminating a
small number of features per loop. Thus, the RFE attempts to eliminate
dependencies and collinearity that may exist in the model. Although the RFE
requires maintaining a specified number of features, it is often not known in advance
how many features are valid. We decided to add the best feature in the ranking
feature and calculate the new feature at each iteration. The set of features that

provided the least error was then considered as the final result of this method.

As stated before, RReliefF is an adaptation of Relief and ReliefF to regression. In
regression, the exact knowledge of whether or not two instances belong to the same
class cannot be used. RReliefF replaces this with a probability that the predicted
values of the two variables will be different and computes the final score of each
feature by considering kRF neighbors. Among these neighbors, the closest neighbors
should have a significant influence, and a parameter kernel, , can be used to assign a

weight to each of them.

The last baseline method for this study is MI. The basis of this method is to apply

the information gain as the feature selection estimator. This method selects the
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features based on a measure of the amount of the reduction in the uncertainty for a
variable given the known values of the other variable. This definition is useful within
the context of feature selection because it provides an approach for quantifying the
relevance of a feature subset with respect to the output vector. A feature subset
with a high mutual information with the target output is likely to reduce the
uncertainty on the values taken by the output and were selected to be a member of
informative features. The MI method used in this experiment was from the
extensively use Python library, scikit-learn, which was based on the improved version

of MI for discrete and continuous data [46].

In this experiment, every feature selection technique was carried out as a forward
selection method, and then the feature that best improved the model were added
until every such feature was selected. The set of selected features in each iteration
were evaluated using root mean square error (RMSE) values for the Friedman, Boston
housing, and Home2nd datasets. Each method evaluated the results in each iteration
was illustrated for each associated dataset. Then, the comparison result among all
feature selection method was operated and discussed. Finally, we applied these
methods with other general regression dataset to provide the benchmark in
generalization perspective and illustrated the performance of our model in different

cases of data perspective.
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5.3.1 Synthetic Data

Boosting IGarson
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Figure 4 Comparison among three algorithms on the Friedman dataset.

We approached every method using synthetic data. Figure 4 shows the evaluated
result for each set of selected features in each iteration using the Friedman dataset.
The proposed method of this study could significantly select each informative
features in each iteration until they were completed. From the different decreasing
error rates in each iteration of each algorithm, RFE and MI start from lower error than
other methods, implying that these methods selected features that highly reduced
the error first, as the others determined a feature that reduced less error. The BIGA
provided an overall perspective on the influence of the inputs on the outputs,
similar to the local perspective of partial derivatives in the RFE and MI. Thus, our
method will not select features that highly reduce the model error at first but

maintains a more important score for informative features until they are selected. By



35

contrast, RReliefF appears not to work well in this case since it fails to reduce the

error after the first iteration.

5.3.2 Real-world Data
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Figure 5 Comparison among four algorithms on Boston housing data.
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Figure 6 Comparison among three methods on the HomeZnd dataset.

Then, every feature selection algorithm was applied to measure and select the
informative variables in the real-world data using the Boston Housing and Home2nd
datasets. Backpropagation Neural Network was used for modeling the input and
output data sets of the system. The model network adopted a three-layered
structure, comprised of the input, hidden, and output layers. The model parameters
were set to be the same as in the previous model. The results of each algorithm are
shown in Figure 5 and 6. According to the results, our method, RFE, and M|
continuously reduce the model error by considering the informative features in most
iterations. Their graph have approximately the same slope and are clearly different
from RReliefF in the early iterations. Our method finishes with the same number of
selected features as MI (9 for Boston and 14 for Home2nd) and shows a slightly
lower RMSE score. This demonstrated that our method can precisely select the

informative feature according to the improved error from boosting strategy and
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perform slightly better than MI and other methods in these cases. Moreover, this
experiment implied that increasing the number of features does not signify a stable
improvement of model accuracy. Similarly, decreasing the number of features too

much will cause a high and significant error due to the problem of a lack of

information.
Feature MAAPE RMSE  No. of features
selection
method
Friedman Unselected 13.442 2.231 10
BIGA 4.8788 0.861 5
RFE 4906 0.871 5
RReliefF 9412 1.583 10
MI 4.8436 0.835 5
Boston Unselected 14.887 4.337 13
Housing
BIGA 12.966 3.673 9
RFE 12.691 3.737 9
RReliefF 13.374 3.899 9
MI 13.020 3.745 9
Home2nd Unselected 35.187 0.533 19
BIGA 29.618 0.432 14
RFE 30.799 0.434 18
RReliefF 33.801 0.469 17
MI 30.615 0432 14

Table 5 Estimated computing error of the model with all of the features and

selected features from BIGA, RFE and RReliefF

Finally, the comparison results of the best score in each technique for every
dataset are illustrated in Table 5. The RMSE and MAAPE were used to evaluate and
compare the performances of the methods. The results presented in Table 5
indicate that our method produced more promising results with equal number or
fewer selected features. The superior results are shown in bold, where the procedure
of this study sives better results with fewer selected features than other methods in
Boston Housing and Home2nd dataset. For the Friedman dataset, Ml show the best
performance in this case while RFE and our method have approximate error since M

obtained the information of two random variables by observing their entropy without
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the effect from model performance or prediction result while RFE and BIGA utilize
wrapper feature selection method and that their performances are affected by the
based neural network model with small dataset. This indicated the effect of model
complexity and data size to method efficiency. Inadequate model and data size can
reduce BIGA and RFE performance because it uses the error from the prediction
result to calculate the feature importance score. By contrast, as observed in the case
of the Boston Housing and Home2nd, our method showed a slightly more stable
performance in selecting the informative features incrementally in each iteration.
There is quite amount of strong and close to strong correlations happening among
feature variables in Boston Housing dataset that can lead to skewed or misleading
results for predicting housing price when using each of them separately. Although the
data size is so small (506 samples), BIGA and RFE can present its capability for
dealing with multicollinearity and keep precisely selecting an informative feature.
BIGA and RFE outperforms Ml in this case because of their capability to handle the
multicollinearity while Ml is unable to detect such correlation. What Ml does is to
consider only the entropy between a target and one random feature. In the case of
Home2nd, there are much greater number of samples than Boston Housing and
Friedman dataset that is suitable for neural network model. Hence, BIGA works rather
well for it is an ANN based, and could outperform Ml in this case. Nonetheless,
although BIGA outperforms M, the gap is small due to the weak correlation among
feature variables and the low impact of each feature. Despite the result, our method
keeps selecting the right feature until it reached the optimal number of features that

is less than the selected features from RFE with less error.

In the case of Home2nd, we also performed the data segmentation experiment. The
data in Home2nd was separated into 3 set by property types (home, condo, and

town house). The distribution of each data was illustrated in Figure 7.
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Figure 7 Data distribution of each dataset in HomeZnd separated by property type.
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Property Type Method MAAPE RMSE
Home Unselected 33.2322 0.5076
BIGA 29.5065 0.412
RFE 30.0523 0.4209
RReliefF 30.5179 0.4306
M 29.8717 0.4481
Condo Unselected 25.85466 0.42753
BIGA 24.3502 0.42
RFE 24.7556 0.4245
RReliefF 24.8309 0.4175
M 24.3513 0.42332
Town House Unselected 25.67 0.3907
BIGA 24.5501 0.3759
RFE 24.9311 0.3861
RReliefF 25.0563 0.3796
M 23.7551 0.3675

Table 6 The result from data segmentation experiment.

Result of this experiment was shown in Table 6. BIGA can highly reduce the
overall error in case of home data that has normal distribution but lessen its
performance in condo data which has skewed distribution. This indicated that BIGA
was affected by the data distribution. However, in town house data, MI had the best
overall error score that outperformed other methods in this case even though data
in this case has approximately normal distribution. This showed the effect of amount
of data over the data distribution problem in BIGA since town house data has the

least data sample among every data segment (around 2500 samples).

Moreover, we employed our method with the Zillow Prize data using the
evaluation method of the Kaggle competition. This competition used MAE to
measure the average magnitude of the errors in a set of prediction results, without

considering their direction. It is the average over the test sample of the absolute
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differences between the predicted and actual observations where all individual
differences have equal weight. Kaggle automatically calculated the MAE between our
predictions and the actual values and then ranked our results based on the
computed MAE score on the leaderboard. We started by comparing our method and
the base line methods with Zillow data on a 3-layer ANN and then validated by 4th
quarter data. We applied the best selected features from each method as the
training features for this competition. The evaluation results were illustrated in Table

7.

Model MAE Rank Rank%

ANN 0.06490 2398 64
BIGA 0.06439 1027 24
RFE 0.06467 2037 54
RReliefF 0.06488 2340 62
MI 0.06463 1689 44

Table 7 Comparison result between feature selection methods in Zillow

competition.

From the result, BIGA show the most improvement for ANN model and yield the
best score and rank among every method. The predicted results from only ANN
model earn a 0.06490 score on the public leaderboard that was ranked in
approximately the top 64% of over 3700 competitors. This result was as expected
because the Zillow dataset contain many categories of data such as the zip code
and the county land use codes that have a large number of unique elements. These
features result in an enormous number of weight vectors, most of which are
irrelevant. BIGA earned a 0.06439 MAE score and ranked in the top 24% of the
leaderboard. For comparison, we also submitted the result from two tree-based
models that widely used in this competition, Extreme Gradient Boosting (XGB) and

Category Boosting (CatBoost). The result was shown in Table 8.



a2

Model MAE Rank Rank%
ANN+4+BIGA 0.06439 1027 24
CatBoost 0.06433 585 15.5
XGB 0.06454 1512 40

Table 8 Comparison result between three models in Zillow competition.

Our method was ranked in the higher position than XGB. This can be explained
by the limitation of tree model. XGB is unable to extrapolate target values beyond
the limits of the training data due to the method with which tree-based models
partition the input space of any given problem. Zillow used transaction in 2016 and
the 1st quarter in 2017 as training data, and other 3 quarters in 2017 as testing data.
There may be some extrapolated data occur in last quarter in 2017 that is not
familiar with XGB. In contrast, ANN is a proper model to capture an increasing trend
and predict values outside the range of the training data. In addition, XGB deal with
category data with one-hot encoding which make XGB get bad result. Our method
can also outperform the traditional models and was close to CatBoost which was
considered to be the proper model for this competition. This experiment shows the
capability of ANN to be used as valuation model and our method to indicate high

potential to improve the performance of original ANN model.

The objective of this participation is to characterize the efficiency of our method
to improve ANNs’ performance, and, from the result, it showed the high potential

about this.



5.3.3 General Case

Datasets Instances Cat Attr. Num Attr.
Insurance 1338 3 3
SeoulBike 8760 3 10
WellLog 8000 0 13
KCHouse 21613 0 18
OLSReg 3047 0 31

Table 9 Brief description of the general regression datasets

In this section, we applied our method and baseline methods with other

a3

regression dataset to use as a benchmark for comparison with other baseline models

and simulate the worst case and the best case of our method. For this purpose, we

used 5 datasets for the regression problems from the UCI repository [73] and Kaggle.

Table 9 provides a brief description of these data sets.



Feature MAAFE RMSE MNo. of features
selection
miethod
Insurance  Unselected 33549 D409 [
BIGA 29667 0382 5
RFE 29398 0361 4
RRelicfF 33576 0422 il
M1 32199 0.536 5
SeoulBike Unselected 41.022 0383 12
BIGA 36729 0.356 10
RFE 3H.BDG 038D 1o
RReliefF 39637 0381 11
MI 38099 0378 10
WellLog Unselected 21198 0.295 13
BIGA 19276 0.268 12
RFE 19927 0.274 12
RRelicfF 19530 0.274 11
M1 18442 0262 12
KCHouse Unselected 14968 0.268 18
BIGA 13507 0.249 16
RFE 13757 0.252 17
RReliefF 14.041 0250 17
M1 14059  0.300 15
OL5Reg Unselected B238 0121 3l
BIGA 3602 0116 28
RFE 8573 0115 29
RRelicfF 3BT 0.120 28
Ml 5586 0116 29

Table 10 Estimated computing error of each method with the general regression

datasets

We present the experimental results of each method in Table 10. We use the
same model structure and parameters as those used in the previous section based

on the ANN model. MAAPE and RMSE are used as the evaluation methods to

aq

compare the performance characteristics of each method. The number of features is

the number of features selected in the best iteration of each method.

An examination of the results shows that every method reduced the overall error

for each dataset. This implied the important role of feature selection method in the

different areas of data. Among all of the methods, BIGA can perform better in almost

medium-sized data (SeoulBike, WellLog, and KCHouse) with the same number or

fewer features. By contrast, for small-sized dataset (Insurance and OLSReg), RFE and

MI are preferable. This indicated the effect of the inadequate model structure and

data size on model performance. Since BIGA is based on ANN performance, the
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precision of this method can be affected by model performance. The unsuitability of
model structure and data size will reduce the BIGAs’ efficiency in the selection of
the proper features. RFE, RReliefF, and Ml were not affected by the same problem
because they were calculated separately from the base model. However, BIGA still
has potential to select some the informative features and reached the highest

performance when model is not too complex and has enough training data.

In conclusion, BIGA is used to analyze the impact factors in various datasets. This
method demonstrates its capability to evaluate the sensitivity for each feature over
the entire range of each input factor. As expected, BIGA can choose a feature that
reduces the overall error through each iteration until it reached the lowest error
according to the practicability of the model structure and data size. This result
indicates the effectiveness of the boosting strategy for improving feature selection
criteria based on previous prediction error and representing the impact of input
variation. The selected features can be considered as an intrinsic informative feature
for the dataset and implied the compatibility of this model to analyze the features
that influence house prices. However, BIGA consumes more resources and processing
time depending on the scale of the dataset since it is measured based on the input
features and sample weights. The stopping criteria are also an essential issue for this
method, as for the other feature selection methods. The BIGA consumes the surplus
by continuously selecting a feature until every feature was selected even though
every informative feature was picked. This process cannot be stopped during the
selection process because there is no precise estimator function that is suitable for
the BIGA since it does not choose the most informative feature (a feature that
reduces the most overall error) in each iteration. However, this experiment shows
that BIGA is suitable for improving the model accuracy by reducing the complexity of
the data and avoiding the effect of the curse of dimensionality, and it can identify

the intrinsic factors for real estate valuation.



5.3.4 Runtime Analysis
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Source Dataset Time{ms)
IGA RFE RLF MI
Only IGA  Only Total
ANN
Friedman 40 12200 122500 5.1 G130 114
CPU  Boston 67.5 46400 6704 1.6 4010 697
HomeZnd 3429 23700 271300 393 123000 5260
Friedman 305 125 1605 - - -
GPU  Boston 2029 489 73T - - -
Home2nd 1877 226 467 - - -

Table 11 Runtime analysis result on training process

Source Dataset Timei{ms)
BIGA RFE RLF MI Unselected
Friedman 2769  2H3IR 3401 2812 T063
CPU  Boston 10936 13721 17029 12393 21554
Home2nd 20016 5102 T6IE 2R0G 10315
Friedman 667 682 697 634 TO1
GPU  Boston 618 616 634 634 LN
HomeZnd 1447 1549 155.1 1529 200.7

Table 12 Runtime analysis result on prediction process

We also did the runtime analysis of each method on Friedman, Boston housing,

and Home2nd dataset. We compared BIGA without boosting strategy with other

baseline methods to measure the time that these methods consumed as feature

selection methods in training and differentiate the prediction time to measure the

inference performance. This analysis was done on both CPU and GPU, and then

displayed in Table 11 and Table 12
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6. Further Study

Based on the experiments, we will examine the feasibility of modifying BIGA to
choose the most informative feature in each iteration or adapting other methods
with a boosting strategy that is more effective. Stopping criteria is an addition
interesting issue to lessen the computing time of our method. Moreover, we are also
interested in the application of our study in the ensemble feature selection method
and the valuation system to support customer’s decisions and inspect the

characteristics of the real estate industry from the selected features in global scale.
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Appendix A: Mathematical Model

A.1 RFE

Recursive feature elimination (RFE) is a wrapper-type feature selection algorithm.
This means that a different machine learning algorithm is given and used in the core
of the method, is wrapped by RFE, and used to help select features. RFE works by
searching for a subset of features by starting with all features in the training dataset
and successfully removing the least importance feature until the desired number
remains. The feature importance is considered by the feature coefficients which are
the same as the coefficients we get after fitting the model on dataset after
minimizing the residuals. The overall process for selecting features using the feature-

importance-based RFE method is shown in Figure 8 below.

Preparing training data with all
features

v

Training features on based
model and gain importance
score of every feature

»
»

Remove the least importance
feature

v

Rebuilding the model with
remaining features

Y

The
remaining
features is

No

Returning feature subset

Figure 8 Overall process of RFE method
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A.2 RRelifF

Regression ReliefF is an adaptive version of ReliefF for regression task. Relief’s
estimate W[A] of the quality of attribute A is an approximation of the following
difference of probabilities where A is a vector of attributes A, i = 1,...,a, where a is

the number of explanatory attributes, and are labelled with the target value T,

W[A] = P(diff. value of A|nearest inst. from diff. class) — P(diff. value of (21)
A|nearest inst. from same class)

In regression problems the predicted value T(-) is continuous, therefore (nearest)
hits and misses cannot be used. To solve this difficulty, instead of requiring the exact
knowledge of whether two instances belong to the same class or not, a kind of
probability that the predicted values of two instances are different is introduced. This
probability can be modelled with the relative distance between the predicted (class)
values of two instances. To estimate W[A], the equation is reformulated, so that it
can be directly evaluated using the probability that predicted values of two

instances are different.

WA = PaisfciairraPairra (1 = Paigsciairra)Paisra (22)
Paifsc (1= Pairsc)
where
Paga = P(different value of A [ nearest instances)
Paic = P(different prediction | nearest instances)
and

Paigrciaigea = P(diff. prediction [ diff. value of A and nearest instances)

Then, the term d(j, j) takes into account the distance between the two instances
R; and I;. Rationale is that closer instances should have greater influence, so we
exponentially decrease the influence of the instance /; with the distance from the

given instance R;
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o di(@)) (23)
WD = S a6

And

B <rank(Rl-,Ij)>2 (24)
d,(i,j) = e ’

where rank(R, 1) is the rank of the instance /; in a sequence of instances ordered by
the distance from R; and O is a user defined parameter controlling the influence of
the distance. Since we want to stick to the probabilistic interpretation of the results
we normalize the contribution of each of k nearest instances by dividing it with the
sum of all k contributions. The reason for using ranks instead of actual distances is
that actual distances are problem dependent while by using ranks we assure that the
nearest (and subsequent as well) instance always has the same impact on the

weights.

A3 Ml

The Mutual Information based feature selection method we used in this study
was from the extensively use Python library, scikit-learn. The purpose of this method
is to measure the dependency between the variables in discrete and continuous
features. It relies on nonparametric methods based on entropy estimation from k-

nearest neighbors’ distances.

Consider a discrete variable X and the continuous variable Y, drawn from
probability density m(x,y). Both X and Y may be either univariate (composed of
scalars) or multivariate (vectors). We will write discrete probability functions as p(-)

and continuousdensities using the symbol £{-): therefore p(x) = f,u(x, y) dy
and u(y) = Zx ,u(x, y) The mutual information is:



51

I(X,Y)=HX)+HY)-HX,Y)
= - Z p(x) log p(x)

— fu(y) log u(ylx)dy
+ Z f u(x,y) logu(x,y)dy (25)
— - [ k0 ogu()dy

P Z f uCx,y) log u(ylx)dy
= —(logu(y)) + (log u(y[x))

Here H denotes an entropy, My) is the probability density for sampling y
irrespective of the value of x, and ty[x) = H(x,y)/p(x) is the probability density for
sampling y given a particular value of x. The averages are taken over the full
distribution and weighted by fx,y), and they would be straightforward to calculate
if we knew the underlying density functions. Alternatively, each average can be taken
over a representative set from (x,y) pairs sampled from the distribution; using this
latter interpretation we estimate the Ml from the mean of log [,l(y)
and log y(y|x) at each of our sampled datapoints. The more points we have, the
greater the accuracy. Finally, the k-nearest neighbor estimator was applied to
estimate My) by finding a neighbor from the full set of data points, and Ly/x) by
finding a neighbor in the subset of data points j for which x; = x;. The result of this

method is the list of features ranked by its relative score to the target variable.

A.4 XGB
XGB is one of the most popular and efficient implementations of the Gradient

Boosted Trees algorithm, a supervised learning method that is based on function



approximation by optimizing specific loss functions as well as applying several
regularization techniques. Given a dataset X ERNY with N instances and]
features, XGBoost predicts the [-th instance Xi € R™ by using T’ regression

functions
(26)

T
y, = z £
t=1

(T
Formally, let yi( ) be the prediction of the /-th instance at the t-th iteration,
XGBoost is trained in an additive manner by adding ft to minimize the following

objective.

27
L(t) _ Z I (yi’ 3\71-0_1) n ft(xi)) + Q(ft)
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Then, the original objective function is transformed to a function in the Euclidean

domain, in order to be able to use traditional optimization techniques. A second-

order Taylor expansion is used to approximate the loss function at the t-th iteration

as follows:

. 1
£O ~ z [l(yl., yl.( 1)) + gl-ft(xi) + ;hiff (xi)] + Q) (28)
i=1

Here, () is a differentiable convex loss function. For example, MSE loss is used
for regression tasks and log-loss is for classification tasks. -Q(ft) =y +
1 2
> /1||W|| is the regularization function, where U is the number of leaves in the

tree, Y and A are parameters used to suppress tree number and weights
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espectuety. g; = 0L (0, 97 an by = 021 (3, 97 Jare the e

~(t—1
and second-order gradient statistics of the loss function at yi( )

Normally enumeration of all the possible tree structures is impossible. Instead

the model starts from a single leaf node containing all instances. Then the node
recursively splits the current instance set I to the left and right subset, denoted as

I1 and IR respectively. The loss reduction after the split is given by

1 (ZiEIL gi)z (ZiEIR gi)z (ZiEI gi)2
s — + —y

zs ——
plit
2 ZiEIL i A ZiEIR”'i A Zielni A

(29)

This formula is usually used in practice for evaluating the split candidates. When
the stop condition (no positive loss reductions or max depth reached) is met, each

leaf U can calculate its weight W according to the following equation

Yier, 9i (30)

e
Yien, hi +4

A.5 CatBoost

CatBoost is a new gradient boosting algorithm that successfully works with
categorical features with the lowest information loss. CatBoost differs from other
gradient boosting algorithms. It is useful on small dataset and capable to handle

category features. Namely, assume we observe a dataset of examples D =

{(xk,yk)} k=1,.,n » Where X = (X,%, e x,’c") is @ random vector of m
features and y, € R is a target, which can be either binary or numerical. CatBoost
uses an ordered target statistic to reduces overfitting and avoids target leakage. It
performs a random permutation of the dataset and for each example we compute

average label value for the example with the same category value placed before the
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given one in the permutation. Their general idea is to compute the target statistics

for x; on a subset of examples D}, C D\{xk} excluding xy:

ijEDk 1x§<=x§( ' j +ap (31)

Z 1: Jj+a
ijDk X, = A

Al

xk:

where a > 0 is a parameter. A common setting for p is the average target value in

the dataset.

This technique also ensures the use all the available past for each example to
compute its target statistics and thereby encoding the categorical variables. Finally,
CatBoost introduces ordered boosting to avoid prediction shift problem. In ordered
boosting, a random permutation of the training examples is performed, and t
different supporting models maintained (i-th model trained using only the first k
samples in the permutation) and at each step residual or error is obtained by using

previous model residuals.
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