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.

The data are questionnaire feedback from two local software development
companies. thirty eight software projects, the first thirty three projects are taken
from a government and remaining projects are from a company organization.
Appendix A is an example of questionnaires. Appendix B provides general data of
software projects. Appendix c yields details of features and software project data
used as inputs for creating estimation models while Appendix D yields software
efforts used as outputs for establishing estimation models.

APPENDIX A

This section provides an example of questionnaire for collecting software project

data as shown in below.

QUESTIONNAIRE FOR COLLECTING SOFTWARE PROJECT DATA

Section 1: General Data

1.3 MaXiMUM TEAM SIZE......eiiiieiiee ittt n e sr e e e nne e e snneennne e
1.4 Programming [QNQUAGE. .......ceeeieiiiiiieeie e s e e sttt e e e s e ee e e e e e s et aaaeeeessaattrbeeeaeesansnnreeeeaeensnes
SR oAV C] (o] oL aT=T 0| A 174 o L= SRS
jII2Y o o] [To=NaToT 4 o [ 42 = Ul 1SR
1.7 Software proCesS MO .....ccii i e e e aeees
1.8 Intended market

Section 2: Features of Software Projects.

All of 44 following features are inspirited by four data collection formats, i.e,,
twenty three, twelve, four, and five features being derived from COCOMO Il model,
IFPUG FSM, MK Il FPA, UCP, respectively.



2.1 Feature derived from COCOMO I (23 Features) [6]

1 Source lines of code (KSLOC)

(Please use Unified Code Count tool [59] to count the SLOC to comply with
COCOMO Il SLOC check list [6].)

2. Development Flexibility (FLEX): Is there any flexibility with respect to the
requirements?

Extra Low Extra Low Extra Low Extra Low Extra Low Extra High
FLEX rigorous occasional some general some general goals
relaxation relaxation conformity conformity

3. Execution Time Constraint (TIME): How many use of available execution time?

Extra Low Extra Low Extra Low Extra Low Extra Low Extra High

TIME 50% use of available 70% 85% 95%

execution time

*k%

[6] provides descriptions of remaining features (STOR
DOCU, RELY, CPLX, RUSE, DATA, PVOL, TEAM, PCON, ACAP, PCAP, PREC, APEX, PLEX,
LTEX, RESL, PMAT, TOOL, SITE, and SCED)

2.2 Features from IFPUG FSM (12 features) [19]

1 Performance (PERF): Isthere peak time of transactions?

Extra Low There is no special performance requirement required.
Very Low There is performance design required.
Low There is critical response time for peak hours.
Nominal There is critical response time during all business hours.
High Additionally, performance analysis tasks are required in the design phase.
Very High Additionally, performance analysis tools are required in the design, coding, and transition phases.

2. Transaction Rate (TRAN): How much the rate of business transactions influenced
the development of the application?

Extra Low There is no peak transaction.
There are low transaction rates minimally effecting on the design, development, and installation
Very Low phases.
Low There are average transaction rates some affecting the design, development, and installation

phases.

Nominal There are high transaction rates affecting the design, development, and installation phases.



Hioh There are performance analysis tasks applied in the design, development, and installation
Ig

phases.
Very High Additionally, there are performance analysis tools required.

**x  [19] provides descriptions of remaining features (CONF, DiST, COMM, ENTR,
UPDA, DESI, CHAN, INST, OPER, and ISIT)

2.3 Feature from Mk Il FPA (4 features) [21]

1 Requirements of other Applications (APPL): How many applications are connected?

Extra Low An application is totally stand-alone
Very Low - An application needs interfacing or sharing data with other applications. Let VL to VH for 1to 5
Very High applications.
2. Security (SECU): How is security setting?........... (Add the relevant score below)
Count 1 Count 1 Count 2 Count 1
An application needs An application needs An application needs An application needs
personal, legal, and privacy. special audit. exceptional security. encryption of data
communications.
Extra Low Very Low Low Nominal High Very High
SEU 0 1 2 3 4 5

3. User Training Needs (TRAI): Is there user manual (help, document, or online)?
Extra Low  There is no special training materials or courses required

Very Low There is a tutorial help required.

Low There is a HTML tutorial required.
Nominal There is a training course material required.
High There is an on-Line training course material required.

Very High There is a simulator for training required.

4. Direct Use by Third Parties (PART): Are applications connected to read, update,

create, or delete the data?...................

Extra Low No third party connection to the application
Very Low An application does not send to or receive from known third parties.
Low An application directly connects to known third parties in read-only mode.
Nominal An application directly connects to known third parties with on-line update capability.

Hioh An application directly connects to known third parties with on-line create, update, and delete
Ig
capability.

Very High An application can be accessed by unknown third parties.



2.4 Feature from UCP (5 features) [12]

1 Familiarity with Software process (SWPR): How familiarity of software process is to

staffs?..viiiinn,
Extra Low Very Low Low Nominal High Very High
SWPR - 2 months 6 months 1lyear 3 years 6 years

2. Part time workers (WORK): Are there part-time staffs in a project?
Extra Low Very Low Low Nominal High Very High

WORK 0 persons 1 persons 2 persons 3 persons 5 persons 8 persons

3. Motivation (MOTI): How large is the motivation of project team to work a

project?
Extra Low Very Low Low Nominal High Very High
MOTI Extra Low Very Low Low Nominal High Very High

4. Difficult Programming language (LANG): How difficult is the programing language? ..
Extra Low Very Low Low Nominal High Very High
LANG - 5 GL 4GL 3GL 2GL 1GL

5. Stable requirements (REQU): User is clear what he wants?

Extra Low Very Low Low Nominal High Very High
REQU Very Low Low Nominal High Very High Extra High
APPENDIX B

This section provides general data of software projects, i.e., programming language,
application type, application domain, development type, software process model,

intended market, and maximum team size.

o Develop

L Application T Application ¢ Process Intended Team
anguage ication e men

guag PP P Domain Model Market Size
Type

1 c# Web application Government New Waterfall External 5

2 c# Web application Government New Waterfall External 5
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10

14

16

17

21

22

23

24

25

26

27

28

c#
c#
c#
c#
c#
c#
c#
c#
Visual
Basic
PHP
PHP
PHP
c#
Java
Java
c#
c#
PHP
C#
c#
Java
c#
c#
Java

Java
Android
Java

c#

Web application

Web application

Web application

Web application

Website

Web application

Web application

Web application

Web API

Web application

Web application

Web application

Web application

Web application

Web application

Web application

Web application

Web application

Web application

Web application

Web API

Web application

Web API

Web AP

Mobile application

Web AP

Web application

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government

Government
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New

New

New

New

New

New

New

New

New

Custom
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New

New

New
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New

New

New

New

New

New

New

New

Re-dev

New

New

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

Waterfall

External

External

External

External

Internal
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Public

Public

Public

Public

Public

Public

Public

Public

Public

Public

internal

Public

External

Public

Public

Public

Public
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30 c# Web AP Government New Waterfall Public 9
31 Objective Mobile application Government Re-dev Waterfall internal 7
32 c# Web application Government New Waterfall Internal 5
33 Objective Mobile application Government New Waterfall Public 5
* RHP Web application Business New V-model External 9
® PP Web application Business New V-model External 10
» PP Web application Business New V-model External n
37 PP o ] 9
Web application Business New V-model External
* PHP Web application Business Enhance V-model External 10
APPENDIX c

This section provides details of features and software project data as shown in the
Tables below, respectively. There are 44 features from four data collection formats,
i.e., twenty three, twelve, four, and five features being derived from COCOMO I,
IFPUG FSM, MK Il FPA, UCP, respectively.

No. Feature  Description Data N Feature  Description Data
format 0. format
1 KSLOC  Thousands of COCOMO li 23 SCED Required COCOMO |l
source Lines of Development
Code Schedule
2 PREC Precedentedness COCOMO i 24 COMM Data Communication IFPUG FSM
3 FLEX Development COCOMO I 25 DIST Distributed Function IFPUG FSM
Flexibility
4 RESL Architecture/Risk COCOMO i 26 PREF Performance IFPUG FSM
Resolution
5 TEAM Team Cohesion cocoMo i 27 CONF Heavily Used IFPUG FSM
Configuration
6 PMAT Process Maturity COCOMO I 28 TRAN Transaction Rates IFPUG FSM
7 RELY Required Software Cocomo i 29 DES Design for End-Use IFPUG FSM
Reliability Efficiency
8 DATA Database Size COCOMO I 30 ENTR On-Line Data Entry IFPUG FSM
CPLX Product Complexity COCOMO I 31 UPDA On-Line Update IFPUG FSM
10 RUSE Required COCOMO I 32 INST Installation Ease IFPUG FSM
Reusability
n DOCU Documentation CocoMO i 33 OPER Operations Ease IFPUG FSM

Match to Lifecycle
Needs

10
Sy Rl

“\u‘;" o1
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14

16

17

19

21

TIME

STOR

ACAP

LTEX

TOOL

STE

Execution Time
Constraint

Main Storage
Constraint
Platform Volatility

Analyst Capability

Programmer
Capability
Personnel
Continuity
Application
Experience

Platform Experience
Language and Tool
Experience

Use of Software

Multisite
Development

COCOMO I

COCOMO I

Cocomo i

Cocomo I

COCOMO I

COCOMO I

COCOMO I

COCoMO I
COCOMO I

COCOMO 1

COCOMO |

37

39

41
42

43

v

ISIT

CHAN

APPL

PART

WORK
MOTI

Multiple Installation
Sites
Facilitate Changes

Requirements of
Other Applications
Security, Privacy,
Auditability

User Training Needs

Direct use by Third
Parties

Familiarity with
software process
Part time workers
Motivation

Difficult programming

Stable requirements

0

IFPUG FSM
IFPUG FSM
Mk I FPA
Mk Il FPA
Mk I FPA

Mk 1LFPA

g § 8§38
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APPENDIX

This section provides software effort through software development life cycle and
overall software effort. These efforts are used as inputs for establishing estimation

models.
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