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Nowadays, e-commerce platform continuously grows every year and
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channels, which are FAQ, email, live chat, and call, are provided by e-commerce
platform to cope with the problem. FAQ is usually ignored because it is hard to
search for the desired answer. The rest channels are applicable. However, the huge
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once at a time. Therefore, this thesis proposed Thai variable-length question
classification for e-commerce platform. The proposed model is based on a fusion
of two architectures, Latent Dirichlet Allocation (LDA) and Bidirectional Long Short-
Term Memory (Bi-LSTM), as a feature extraction process. Then, the results are
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as an activation function to classify an incoming question. The experimental results
indicated that the proposed model outperforms the existing classification models
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CHAPTER |
INTRODUCTION

1.1 Background and Rationale

At present, the e-commerce platform grows dramatically every year [1]. It
becomes an essential part of our life. The reason is its convenience. Buyers and
sellers can interact across the globe using simple electronic devices. However, there
are several existing e-commerce platforms in the market. The features and policies
are dependent on each e-commerce platform. Thus, either new users or experienced
users could have questions regarding an application. To handle with the problem, e-
commerce platform provides several channels such as call, email, frequently asked
questions (FAQ) and live chat. However, during the special events, users must wait
for a long time to receive help due to a number of incoming cases. This is an
unsatisfied experience that could lead to losing users to competitors.

Frequently Asked Questions (FAQ) page is usually provided by e-commerce
platform. It is a list of questions and answers intended to provide useful information
to users. However, there are plenty of topics and subtopics in the FAQ. Users are
required to search with the correct keywords in order to obtain the answer. Many
users might find that this requirement is difficult. Thus, they prefer the other
channels.

Live chat is an online service allowing users to ask questions regarding an
application with the customer service agent directly. It is a user-friendly approach
because it does not require users to use the specific keywords. However, this
approach requires a person to reply to the users. The problem arises during the
special events. The need of customer services increases drastically, whereas the
customer service agent is able to serve a customer once at a time. Thus, users have

to wait longer for help.



To cope with the problem, chat bot is one of the most efficient approaches.
There are three supporting reasons. Firstly, users are not required to use specific
keywords. Secondly, it can answer user’s question automatically and does not
require a person to monitor all day. Thirdly, it is scalable to handle incoming-
questions efficiently.

To create a practical chatbot is a challenging task. A writing style and a word
choice may be different for users who have the same question. The first challenge
relates to quality of information. Some users might describe questions with
insufficient information. It causes a difficulty for classification due to its
ambiguousness. Others might describe questions with too many details which are
specific to their cases. The supporting details do not help a model distinguish topics
easier but act like a noise resulting in difficulty for classification. The second
challenge is the number of classes that a model can classify. The more the number
of classes a model can classify, the more practical a model can achieve. Therefore, it
requires a model that can distinguish unique patterns among classes. Lastly, there is
no blank space in Thai writing structure causing a tokenization becomes a difficult
task. Thus, it is required to use a proper tokenizer to achieve a high performance.

From many prior works in a text classification, there are several machine
learning techniques proposed to handle this kind of problem. For instance, Topic
Similarity K-Nearest Neighbor (TS-KNN), Recurrent Neural Network with Latent
Dirichlet Allocation (RCL) and Bi-LSTM with Convolutional Neural Network (Bi-LSTM-
CNN). However, these models are trained to handle specific tasks, either to classify a
short text or a document, whereas the questions obtained from users have different
characteristics in which the length depends on the individual writing style. Thus,
creating the classification model that is performed well on any text length is still a

challenging task.



1.2 Research Objectives

To create a proper model for variable-length question classification in order

to provide a correct answer to the users.

1.3 Scope of the work

1.

The domain of the study is to classify Thai-FAQ for the E-commerce
platforms.

The variable-length questions are synthesized from a survey. The number of
words in each question is between 2 words to 83 words.

The questions can be classified into 31 classes. They are derived from 4 main
classes of the E-commerce FAQ pages which are account, payment, logistic,
and refund.

A question is considered to be a short one when it contains less than 15
words [2].

There are only Thai questions used in the study.

English words are translated into Thai due to insufficient data.

Abbreviations and contractions are rewritten into a full form due to
insufficient data.

The word tokenizer used in the study is the Maximal Matching.

1.4 Expected Outcomes

This research aims to propose a proper model for classifying questions into 31

classes. Both local features and global features will be used to design the proposed

model, which is able to provide an informative answer to the users.



1.5 Organization

In this thesis, there are 5 chapters which are introduction, literature review,
proposed model, experiments and results and conclusion. The current chapter,
chapter |, is an introduction. It gives an overview information about the thesis. Then,
in chapter II, literature review, there are 7 related studies described. They are
different in terms of domains and model frameworks in order to find the proper
models that can handle the variable-length text. Subsequently, the chapter Il is
proposed model. This chapter describes and visualize the proposed model step-by-
step. Then, the chapter IV represents experiments and results. In this chapters, there
are serval experiments were conducted to achieve the best performance of the
proposed model and to ensure that the proposed is better than the existing models.
Finally, the chapter IV, conclusion, represents the core information from the previous

chapters.



CHAPTER Il
LITERATURE REVIEW

As described earlier, many researchers proposed a methodology to handle
the text classification in the recent decades. In this chapter, there are seven related
studies provided as follows.

The first study aims to classify an emotion in Thai YouTube comments [3]. It
was proposed by Phakhawat Sarakit et al. The study focuses on six emotions which
are happiness, surprise, sadness, fear, disgust and anger. The comments used to
classify an emotion are from two different sources which are music video (MV) and
commercial advertisement video (AD). The proposed framework consists of four
processes. Firstly, there are four pre-processing techniques applied on the YouTube
comment which are tokenization, stop word removal, HTML tags removal and word
stem. Secondly, the feature selection applied by discarding word that does not
appear more than the minimum threshold. Thirdly, term frequency (TF) and term
frequency-inverse document frequency (TF-IDF) are used to transform comment into
a vector. Lastly, the experiment was conducted on three classification methods
which are Support Vector Machine (SVM), Multinomial Naive Bayes (MNB) and

Decision Tree. Figure 1 refers to these four processes of the proposed framework.

Input ) Feature
—» Pre-processing [—> )
comment selection
Output  <«—— Classification [« Term weight

Figure 1: The emotion classification framework



The experimental result indicated that SVM can achieve the best
performance on comments on the music video with the accuracy of 82.28%,
whereas MNB can achieve the best performance on comments on the advertisement
video with the accuracy of 76.14%. Therefore, the data characteristic and data
distribution are important factors for using a proper classification method. Moreover,
the study indicated that using TF or TF-IDF cannot handle ambiguous comments
because they consider only a word frequency but ignore a semantic.

The second study is a model based on SVM-KNN for English document
classification [4]. It was proposed by Yun Jin and Jian Wang. It aims to classify the
documents into ten classes. The proposed model is a fusion of the Support Vector
Machine (SVM) and the K-Nearest Neighbor (KNN) in order to eliminate the downside
of both algorithms. The KNN is sensitive to a local feature, whereas the SVM
sometimes allows some misclassifications on the boundary. The proposed framework
is as follows. Firstly, for the document to be classified, the SVM classifier is used to
calculate the probability of the document for every topic. Secondly, it calculates the
difference between two highest probabilities. If the difference is higher than a
threshold, the topic that has the highest probability is used as the classification
results. Otherwise, the classification result is obtained from the KNN method. The
experimental result indicated that F1 score of the proposed model is more than 1%
higher than the stand alone SVM or KNN.

The third study is the English document classification based on sparse topic
model [5]. It was proposed by Tao Liu. The author claimed that using a bag-of-words
to represent documents cannot reveal semantic information, such as polysemy and
synonym. Thus, a document-topic feature was proposed as a document
representation. It consists of a set of probabilities that a document belongs to each
topic. It is constructed using the Latent Dirichlet Allocation (LDA). The main concept

of LDA is that a word can represent several topics and is highly correlated to other



words within the same topic. After that, SYM is used as a classifier. The data used in
this study is Reuter-21578 corpus. The experimental results indicated that the
proposed model is able to achieve a higher F1 score than the traditional method
which is SVM based on bag-of-words.

In the fourth study, Qiuxing Cheng et al. proposed the Chinese short text
classification based on LDA model [6]. The challenge arises from the characteristic of
the short texts. They rarely have common words within the same topic, causing the
traditional classification methods which are solely based on the bag-of-words (BoW)
model cannot perform well. However, they found that the distinct words between
two short texts can be used to reveal the hidden relationship. They combined the
BoW model with the Latent Dirichlet Allocation (LDA). LDA was used to obtain the
probability of each word belonging to the topics. Then, the modified K-Nearest
Neighbor (KNN) algorithm was used as a classifier. They used the Cosine similarity
method as a distance metric of KNN algorithm. The data used in this study include
the posts from Sina news containing 6 categories. The experimental result indicated a
significant improvement. The proposed model had around 25%-47% increase for all
evaluation matrices which are precision, recall, and F1-score.

The fifth study is the Automated Thai-FAQ Chatbot using RNN-LSTM [7]
proposed by Panitan Muangkammuen et al. The authors claimed that the existing
chatbots are not efficient, such as Dual Encoder. Each question was compared with
all possible outcomes. Thus, the authors proposed Long-Short Term Memory (LSTM)
to extract a feature from a question. LSTM can carry an important feature over a long
period which is suitable for a data characteristic of text questions. Then, they used
Softmax function as a classifier to classify the given question. There are 2,636
questions used in this study. They are categorized into 80 classes. Moreover, the
authors split the questions into three sets. Firstly, the training set had 60% of

questions. Secondly, the validation set had 20% of questions. Thirdly, the test set



data had 20% of questions. During the experiment, the authors found a significant
pattern that the average probability of correct prediction is 0.92 and incorrect
prediction is 0.48. Thus, they set a threshold. If the probability is less than 0.5, the
given question will be discarded. As a result, the proposed model ignored 13.64% of
questions. However, the accuracy increased from 83.9% to 93.2%.

In the sixth study, Yongchao Yan and Kai Zheng proposed the Chinese
Document Classification Model Based on Multi-level Topic Feature Extraction [8]. The
authors fused two different type of classification models which are a discriminative
model, Bi-Directional Long-Short Term Memory (Bi-LSTM) and a generative model,
Latent Dirichlet Allocation (LDA). Bi-LSTM is capable to extract a local feature of a
document, whereas LDA is capable to extract a sglobal feature of a document.
Furthermore, the dimensionality reduction technique, max pooling layer, was applied
to an output of Bi-LSTM in order to reduce the computational cost and emphasize
important features. Then, a linear activation function was used to classify the given
document. In this study, the documents were obtained from two sources. 100,000
news documents were obtained from Sina News containing 10 news categories and
25,000 documents were obtained from takeaway review containing 2 emotional
categories. The evaluation matrices used in this study are precision, recall, Fl-score
and accuracy. The experimental result indicated that the proposed model achieves
the highest score among all comparing models for all evaluation matrices.

The last paper was proposed by Chenbin Li et al. named Chinese News Text
Classification based on Improved Bi-LSTM-CNN [9]. The authors tried to improve the
accuracy of a text classification using an existing deep learning architecture. The
proposed model consists of four processes. Firstly, each word is converted to a
vector by Continuous Bag-of-Word method. Secondly, Bi-Directional Long-Short Term
(Bi-LSTM) is applied to extract a local feature. Thirdly, the Convolutional Neural

Network (CNN) is applied in order to obtain a global feature. Lastly, Softmax function



is applied with a global feature to classify the given document. The experiment was
conducted on 65,000 documents from THUCNews containing 10 categories. The
experimental result revealed that the proposed model achieves 99% of F1-score.
According to the abovementioned studies, there are several fusion
techniques proposed such as TS-KNN, RCL and Bi-LSTM-CNN. These models are
constructed to handle a specific data characteristic, either short or long text. As a
result, they cannot perform well when dealing with a variable-length text which is a

data characteristic of text questions.



CHAPTER llI

PROPOSED MODEL
In this thesis, the methodology consists of two sections including data pre-
processing and classification model. Firstly, data pre-processing is a word
tokenization. It is a process of splitting sentence into words. Secondly, a classification
model is a fusion of two machine learning techniques, a generative model and a
discriminative model. They are used to extract different levels of features. Then,
these features are used to obtain the answer that matches with the given question.

The proposed workflow can be visualized as shown in Figure 2.

. Question category

Dense:

Softmax
A

Dense: Relu

Concatenation

Outputg;stm Output;pa
Bi-LSTM LDA
yy A
CBoW Bow
i | f
Word

tokenization

T

Question

Figure 2: The proposed model structure
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3.1 Data pre-processing
To reveal a latent pattern of a text question, a text question has to be
converted from a text to a vector or a matrix. There are several methods which can
be implemented by considering the whole question, words or characters. In this
study, a text question is converted by considering words. The reason is that a word
carries more information than a character and also avoids a sparseness when
considering the whole question. However, there are challenges. Thai writing structure
does not have a blank space between words which makes it difficult to split a text
question into a list of words. Furthermore, a live chat is a semi-formal place. Inquirers
sometime intentionally add additional characters of the last character of a question
to make it friendly. Therefore, the maximum matching might be one of the most
suitable methods, described as follows:
3.1.1 Maximum Matching
The maximum matching is a dictionary-based word tokenization
approach. It is constructed to solve the drawback of longest matching which is a
greedy approach. Typically, the longest matching scans characters from left to right
and check those characters whether they are in a dictionary or not. If they are found,
the scan will continue. If not, the latest series of characters that found in a dictionary
is tokenized. As a result, the longest matching typically makes an incorrect
tokenization by overextending words. On the other hand, the maximum matching is
not a greedy approach. It tries to tokenize words in several perspectives with two
sequential rules. Firstly, it prioritizes lists of tokenized words with the fewer unknown
words. Then, it selects a list of tokenized words that has the minimal number of

words.  An  example of maximum matching is shown in  Figure 3.
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As shown in Figure 3, Maximal matching generates several lists of tokenized
words. It can be visualized by a tree where a root node is the first word and a leaf
node is the last word. A list of tokenized words can be obtained by traversing though
a tree. Moreover, because Maximal matching is a dictionary-based method, there are
two types of nodes. A solid boarder represents a word found in dictionary, whereas a
dot boarder represents a word that cannot be found in dictionary or an unknown
word. The result from Figure 3 is the path on the right most because it matched
Maximal matching’s rule. It is a list of tokenized words that has a minimal number of
both unknow words and words.

3.2 Classification model

The existing text classification models are constructed for a data with single
data length, either short or long. However, text questions obtained from a live chat
have a variable-length which depends on an individual writing style. This study aims
to solve this issue by applying existing techniques and models. The proposed
classification model is a fusion of two different classification techniques which are
based on generative model and discriminative model. A generative model is the
Latent Dirichlet Allocation (LDA). It is constructed based on Bag-of-Words (BoW) as a
representation of text questions. It is used to extract a global feature of a text
question. On the other side, a discriminative model is the Long-Short Term Memory
(LSTM) based on Continuous Bag-of-Words (CBoW) as a representation of text
questions. It is used to extract a local feature of a text question. These two features,
a local feature and a global feature, are combined by concatenation. Finally, the
multilayer perceptron (MLP) is applied for feature extraction and dimensionality
reduction. There are two activation functions, Relu and Softmax, are implemented in
this study. Softmax function is used to classify the topic that each text question
belongs to. A process of the proposed model can be described by the following

sections.
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3.2.1 Bag-of-Words (BoW)

BoW is a simple approach to transform each text question into a
vector. Although it ignores a gsrammar and word order, it is able to draw a statistical
meaning by considering only the occurrence of each word. The process begins with
the dictionary. Then, it counts the occurrence of each word that can be found in the
dictionary. Therefore, each text question is transformed into a vector with d
dimension where d is the number of words in a dictionary. Each cell represents the
number of occurrences of each word. An example of BoW can be depicted as Fig 4.
The table consists rows and columns which represent tokenized text questions and
words in the dictionary respectively. Each cell is the number of word occurrences in
a text question. However, words that is not in the pre-defined dictionary are
discarded. The output from LDA is a vector with d dimension where d is the number
of words in the dictionary. In this study, there are 683 words included in the

dictionary.
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3.2.2 Latent Dirichlet Allocation (LDA)

LDA is a concept of how to generate documents. Each document
consists of two components which are topic and word. A series of words
characterizes a topic. Several topics are combined to generate a document. LDA
structure can be depicted as Fig 3.4. LDA is categorized as generative model because
it is based on the data distribution and probability. In practice, three components are
applicable. However, a mixture of words for each topic and a mixture of topics for
each document are unknown. Thus, the concept of LDA can be adopted to derive
those unknow values. It uses a BoW as a representation of a document because the
word co-occurrence can be used to draw a statistical meaning between words and

topics.

@

K

{9
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Figure 5: LDA structure



17

As stated earlier, a generative model is based on the data distribution.
LDA is no exception. It is based on the Dirichlet distribution with two
hyperparameters, Ol and [3 They control the area of probability density in which O
controls the topic distribution over document and B controls the word distribution
over topic. When the hyperparameter has a value less than 1, the considered
component is more likely to belong to a specific category. On the contrary, when the
hyperparameter has a value more than 1, the considered component is more likely
to be a mixture of several categories. LDA can be expressed in mathematical formula

shown in equation (1). Moreover, the parameters are defined as in table 3.1.

K M
P(W,T,0,¢;a,pB) = np(wi;ﬁ) HP(jS @)
=1 j=1

(1

N
X 1_[ P(Tj,t|9j) p (Wj,tl(ij,t)
t=1
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Table 1: The definition of LDA parameters

Parameters Definitions

M The number of documents
K The number of topics
N The number of words

a, '8 Hyperparameters of the Dirichlet distribution
9]- The topic distribution of documentj

OF The word distribution of topic i

Tj,t The topic of word t of documentj

VVj,t The word t of document J

In this study, the topic probability distribution of each document, 0, is
used as a global feature of a text question. However, according to equation (1), it is
difficult to derive the value directly from the equation. It requires an integration
which is computational expensive. Therefore, the approximate estimation
techniques, Gibbs Sampling, is applied to estimate the parameter, 6.

Gibbs samplings is a Markov chain Monte Carlo (MCMC) algorithm used
to approximate the marginal distribution by sampling a sequence of observation from
a multivariate probability density. In this study, the process begins by assigning each
word in every document to a random topic. Then, it reassigns each word to a new
topic based on two criteria. Firstly, it considers a topic that this word belongs to the
most. Secondly, it considers a topic that this document belongs to the most. These

two criteria are added noised in order to keep a randomness. After several iterations,
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each word belongs to a single topic. This process is used to approximate the topic
probability distribution of each document, 6.
3.2.3 Continuous Bag-of-Words (CBoW)

CBoW is a process to transform a text question to a matrix. This
process is required for using the Long Short-Term Memory. It reveals a latent
semantic of each word [er Wo, ..., Wn] in text questions. The concept of CBoW
is to use surrounding word to predict the targeted word based on the Multilayer
Perceptron (MLP). The process begins with a predefined dictionary. Then, it randomly
selects a word as a target word, W;. The surrounding words
[Wi_z, Wi_1, Wi+1rWi+2] are fed into the Multilayer Perceptron to predict a
target word. The weights in hidden layers are learned during learning process in order
to give the correct prediction as much as possible. Therefore, these weights are
considered as a sematic representation of each word. The CBoW model can be

visualized as shown in Fig 6.

W.
W;_1 Sum i

\n >
P

Figure 6: CBoW model structure
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3.2.4 Long Short-Term Memory (LSTM)

LSTM inherits from Recurrent Neural Network (RNN) in order to
improve the learning efficiency. The problem with RNN is that it suffers from the
vanishing gradient problem. This typically happens with the earlier layer of RNN.
When LSTM learns from a long sequence, a backpropagation through time makes the
gradient shrink. It could be extremely small such that RNN can not learn anything.
Therefore, LSTM has a mechanism called gates which are forget gate, input gate, and
output gate. They control the amount of information by determining which
information should be kept or be discarded. There are three data fed into this cell;
ht—l is a hidden state at the previous timestep, C¢—1 is a cell state at the previous
timestep and X¢ is an input at the current timestep. These data are calculated to
obtained outputs of LSTM cell which are a current hidden state, ht, and a current

cell state, C¢. LSTM cell structure can be visualized as shown in Fig 7.

A h;
—_—® ® ——
tanh
ft Lt Ce Ot
o o tanh o
2% I e A :

Figure 7: LSTM cell structure
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The first gate is a forget gate. It is used to determined how much
information from the previous timestep, C¢—1, should be kept by using a
mechanism of a sigmoid function, O () Firstly, the inputs, X and ht—l are
multiplied by their weights separately and are added together with a bias, bf . Then,
a sigmoid function is applied to convert the values between 0 and 1. The result, ft,
is multiplied with C¢—1 which is the information from the previous timestep. All
information will be kept when ft is 1. On they contrary, all information will be

discarded when ft is 0. Equation (2) represents the forget gate.
fe =0 Wy - [he—y, x¢] + by) (2)

The second gate is an input gate. It is used to consider the influence
of the inputs X¢ and ht—l on the previous cell state, C¢—1. It consists of three
equations. Firstly, (,~‘t is used to determine the direction which is positive or negative.
It is obtained by using a tanh function as shown in equation (3). Secondly, it is used
to determine the magnitude. It is obtained by using a sigmoid function as shown in
equation (4). Lastly, C¢ is multiplied with I and is added with the result from the

forget gate to obtain the current cell state, C¢ as shown in equation (5).

61: == tanh (Wé’ . [ht—ll xt] + bc”’) (3)
it =0 (Wl . [ht—ll xt] + bl) @)
Ct = ft * Ct—1 + it . 61',' (5)
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The last gate is an output gate. It determines how much information
will be sent out from the LSTM cell. It consists of two equations. Firstly, the inputs,
X¢ and ht—l are multiplied by their weights separately and are added together
with a bias, bo~ Then, a sigmoid function is applied to obtain O¢ as described in
equation (6). Then, it is multiplied with the adjusted current cell state to obtain the
current hidden state, ht, which represents as the result of LSTM cell as expressed in

equation (7).

0r =0 W, - [he—q, ] + by) (6)
h; = tanh(c;) - o (7)

Although, LSTM is able to capture a delay signal from a long text. It
extracts features from the first word to the last word sequentially. It could be the
case that the last few words have more influence than the first few words. To solve
the problem, Bidirectional Long Short-Term Memory (Bi-LSTM) is created by
concatenating two LSTM networks. Each network extract features in different
perspectives which are forward and backward. In this study, Bi-LSTM is implemented
to extract a local feature with 256 dimensions.

3.2.5 Concatenation

Concatenation is a method to concatenate several vectors or matrices
into a new one. In this paper, two features which are a global feature with 31
dimensions obtained from LDA and a local feature with 256 dimensions obtained
from Bi-LSTM are concatenated. The result is a single vector with 287 dimensions.

3.2.6 Multilayer Perceptron (MLP)
MLP is a simple architecture of artificial neural network. Typically, it is

used to extract a feature and also reduce a number of dimensions. The architecture
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consists of three layers which are input layer, hidden layer, and output layer. It can
be expressed in mathematical formula shown in equation (8). The input
[Xl, X2y e, xj] is fed to the hidden layer where Wij is a weight for each node
and Wjq is a bias. Then, a non-linear activation function f() is applied to the

linear combination.

— J
0; = f(zj WijX; + WiO) (8)

In this study, there are two hidden layers. The first hidden layer is
constructed using Relu as the non-linear activation function. The mechanism of Relu
can be described with two scenarios. When the input is positive, the output is the
same as input. Otherwise, it will be zero. After the first hidden layer is applied, the
number of dimensions is reduced to 128. Equation (9) represents Relu activation

function.

f(z;) = max(0,z;) 9)

The second hidden layer is constructed using Softmax as the non-
linear activation function. In this layer, the input vector is converted to a new vector
which all components range between 0 and 1 and must be summed to 1. It can be
considered as a probability. Therefore, in this study, Softmax is applied to classify
text questions into the correct topic. The result is a vector with 31 dimensions which
each component represents a topic number. The topic with the highest probability is
selected as a predicted topic. Equation (10) represents Softmax function.

eZi

K Zj

f(z) =



CHAPTER IV
EXPERRIMETAL RESULTS

There are three sections are described in this chapter including dataset
preparation, experiments and results.

4.1 Dataset preparation

In this paper, the experiments are conducted on a synthetic data. It was
collected from a survey. Respondents were asked to write questions which are
suitable with a set of answers from E-commerce FAQ page. To ensure good data
quality, data must be obtained from respondents who participated with any E-
commerce platform at least once.

The dataset contains 1,796 questions. The questions have length between 2
words and 83 words. The median question length is 11 words. They can be
categorized into 5 main classes which are account, logistic, payment, refund and
reject. These categories have a total of 31 subclasses. Note that 31 subclasses are
equal to 31 answers. Moreover, there are some categories that are marked with a
severe case. The questions were separated into training set and test set with a ratio
75:25. However, due to data size, it could not be evaluated with the k-fold cross
validation technique. The question was split into ten different versions of training set
and test set. The category distribution and the examples of text questions are shown
in Table 2 and Table 3 respectively. In Table 2, there is a column named severe
case. This column is used to identify whether each case is severe or not. The severe
case is marked as 1. The other is marked as 0. Moreover, the reject class represents
text questions that are irrelevant to the first four main classes. They were excluded

when creating the dictionary and training Latent Dirichlet Allocation model.
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Table 2: Class distribution

Severe | Training | Test

Main class Subclass
case set set
Account | Fesvsfiansnsalilunisasinsdaydely 1 68 16
Account | Wanansaihgszuula 1 58 13
Account | msdsudetTuasnisiudsutodu 0 71 21
Account | msiasuiuesTnsfmyidigliTuglfuins 0 45 12
Account | Sumpuuasdinsdiolianunsasstanule 0 40 10
Account | TuppuuarIsnsasunTw 1 46 11
Account | dunsuuariimssnidntiyddld 0 34 9
Account | fumpuuaiinisvelufifun® 0 65 17
Logistic | TUsludurnvuas 0 57 16
Logistic | A8N1SAIUIUAIUUEN 0 a1 11
Logistic | mssnfiunismindaianiidisa 0 31 8
Logistic | 9INIINITAAADUTENUUAS 0 43 13
Logistic | As¥ALYEIILAT NTRIUTENYUEYIAUAEY 1 40 8
me
Logistic | msUftRileAuMlinduinanuidenis 1 29 7
Logistic | JuaN15U0IUTeNUUES 1 61 14
Payment | deultlunsidiintasiasanvsetasaidn 0 42 9
Payment | feamsitanunseldlunisirszandu 0 39 10
Payment miﬁﬁLﬁumimﬂgﬂﬁﬂl&iﬁﬁ’ﬁzﬁummaaﬁﬁ 0 50 12
mMuuall
Payment | anuafianuridsdoliiudsunlas wigndn 1 53 13
TITZRULD
Payment | szeznauaziiouluifuegldsutuen 1 a1 8
A
Payment | fosnet1seRulatenne asvinliguglasuiiu 0 a1 10
Prasnseli

Payment | anwauazisnsaiunisiiledumignen 0 a1 11
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ABINITVINLABY

Payment | AIUMNNEYBIANTINTIUNTTITERY 0 59 12
Refund | tumeuuasdsnmssnidnemdie 1 61 16
Refund | fumeuwagdinsiududussiangulnauilna 0 46 13
Refund  szezaanlumsfududdudunide 0 37 10
Refund | Anlganelunisindsdurauinm 1 34 9
Refund mms;ﬁﬁwé’q%agﬂama 1 38 10
Refund | tumeuuariamsauduiduuinle 0 36 9
Refund | n1599BnszeziialunsAudum 0 33 9
Reject 63 16
Total 1,443 363




Table 3: The examples of text questions
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Main class | Short length | Long length
L. HlgmfganunislgEmaillunmsameideuldau
Account | adnsdaly e v
aunsnamziloumedsauladelaineesu
L a C% v a = 1% Y o v} 1
alanAy weralAsNTlTauAu1Yua Jagdudisariiu
Account | Auswanu Tile lans1undTuunagaunsadewIsianuAL
ysalimasUasusianulmlatnene
ilumdswe | vinludnds@e 20849383 vasuiinadslinagnenidnivies
Payment | vedduiagn naqildlavinesls meutidumyuunad@ellvasusian
YBANOMIUITR | LA NUABINISAUAITIAALTANUNASS L
avanasu wWenunulaeasinasAdara AH032559J7B0
yiluaeuan U neaemeUnsAsARSsUSauLaD I sms kAU IbAII
Payment A i~ o | ¢ ¢ @ A = ° a
anugluasu WUNLGNAA ea5masdeliildsuanuslutseERu
WaaY YIenT1aeUlNLBeASY
A P ao Vo ~ A o oA a 9 aa
Yosfidsnuu 1 | Aduladuey 1 Au Wedun 10 guisusy 31n51uaa
Refund | ulewiedsladne | Usngindueuunn 2 ¥3m faen1slimnaiudsuasan
‘ﬂ' vy a o v 1 ‘NI =
Ay Wasulunadlieney fdudesdsninneanaulruae
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4.2 Evaluation Methods
4.2.1 Confusion matrix

To evaluate the performance of proposed model, the confusion
matrix is used to depict the results. It compares the prediction results with their
actual classes. Typically, the confusion matrix of size XN can be used to evaluate
a test set with M classes. Each column represents the predicted class, whereas each
row represents the actual class. The simplest form of confusion matrix consists of
four elements corresponding to four values. True Positive (TP) is the value
representing the number of correct predictions on a specific class, False Positive (FP)
is the value representing the number of wrong predictions on a specific class, True
Negative (TN) is the value representing the number of correct predictions on non-
specific class, and False Negative is the value representing the wrong prediction on

non-specific class. This confusion matrix can be visualized as shown in Table 4.

Table 4: Confusion Matrix

Predicted value

Positive Negative
Positive True Positive False Negative
Actual value
Negative False Positive True Negative

To be more precise, the proposed model is used to obtain the answer
regarding the given questions. There are 31 answers or 31 classes. The confusion
matrix is used to measures the quality of prediction on the considered class. The
considered class is denoted as positive, whereas other classes are denoted as
negative. Furthermore, to compute the overall model’s performance, the macro-

averaging is applied by calculating the performance over each class separately. Then,
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they are averaged to obtain the overall result. Table 5 represents 4-classes confusion
matrix with proxy values. It will be used as a sample of how to calculate each
measurement values.

Table 5: 4-classes confusion matrix

A B C D
A 8 3 3 0
B 2 12 2 1
C 1 4 10 3
D 0 2 5 10

The value in table 5 is a mock up data. There are 4 classes which are A, B, C
and D with the total number of 66 samples. The right most column represents the
actual classes, whereas the first row represents the prediction classes. For example, it
can be interpreted as; the model correctly predicts 8 samples of class A and wrongly

predict to class A with 2 samples for class B, 1 sample for class C and 0 for class D.

4.2.2 Accuracy
The basic metric measures the overall correctness by proportionating
the number of correct predictions over the number of all predictions. it can be

calculated as equation (11).

Number of correct predictions
Accuracy = — (11)
Total number of predictions

According to table 5, the number of correct predictions is 40 and the
total number of predictions is 66. Therefore, the accuracy is computed by dividing 40

with 66. The accuracy is 60.06%.
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4.2.3 Precision
Precision is used to measure the correctness of prediction results with
a specific class. The metric describes how likely the prediction of a specific class is

correct. It can be formulated as shown in equation (12).

TP
TP+FP

Precision =

According to table 5, the precisions of each class are calculated

separately which are 72.73% for class A, 60% for class B, 50% for class C and 71.29%

for class D. These 4 values are averaged. Therefore, the overall precision of this
model is 63.51%.
4.2.4 Recall

Recall measures the accuracy of a specific class. It considers the

number of correct predictions over the total number of records belonging to a

specific class. Equation (12) represents the formula.

TP
TP+FN

Recall = (12)

According to table 5, the recalls of each class are calculated separately
which are 57.14% for class A, 70.59% for class B, 55.56% for class C and 58.82% for
class D. These 4 values are averaged. Therefore, the overall recall of this model is

60.53%.
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4.2.3 Fl-score
F1-score bases on two existing metrices which are precision and recall.
It uses a concept of harmonic mean to combine them into a single value. It can be

calculated as shown in (13)

Precision X Recall
F1 — score = 2 X — (12)
Precision + Recall

According to table 5, the Fl-scores of each class are calculated
separately which are 64% for class A, 64.87% for class B, 52.63% for class C and
64.46% for class D. These 4 values are averaged. Therefore, the overall F1-score of

this model is 61.49%.

4.3 Experiments and results

In this study, the experiments were conducted on three perspectives. Firstly,
the hyperparameter tuning was to increase the performance of the proposed model.
Secondly, the comparative experiment was conducted to verify that the proposed
model is able to achieve the better performance than the existing text classification
models. Finally, the last perspective involves with the results of individual classes.

4.3.1 Hyperparameter tuning

Hyperparameter tuning is a trial-and-error process to find the most
suitable set of hyperparameters that helps a model to reach the best performance.
In this study, the process is based on two hyperparameters of Bi-LSTM which are the
number of hidden nodes and the dropout rate. Dropout is a technique to avoid the
overfitting problem. It adds a randomness to a model by ignoring some nodes during
the training process. It is an optional technique that could or could not increase a
performance. On the other hand, the number of hidden nodes determines how
much complexity the model will be. The more the number of hidden nodes, the

more the complexity. Either simple model or complex model has its advantages and
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disadvantages. A complex model is capable to capture complicate patterns.
However, it is more difficult than a simple model to capture simple patterns due to a
number of hidden nodes that is need to be adjusted. Furthermore, the more the
complexity, the more the computation cost. A complex model requires more time to
train and to execute than a simple model. Therefore, to find the proper number of
hidden nodes with efficient time consumption, the number of hidden nodes were
conducted firstly. Then, it was used to find the proper dropout rate. The evaluation
measurements used to find the proper hyperparameters are accuracy, precision,
recall, and Fl-score. In this study, hyperparameter tuning were conducted on both
training and test dataset. The results were presented as shown in table 6, table 7,
table 8 and table 9.

In table 6 and table 7, there are 4 different numbers of hidden nodes which
are 32, 64, 128 and 256. The experiments were conducted with Bi-LSTM with 0
dropout rate. The results show similar pattern for both training and test datasets. The
performance increases as the number of hidden nodes increases. Until it exceeds its
peak at 128 hidden nodes, the performance drops. Therefore, the optimal number of

hidden nodes is 128.

Table 6: Experimental results with respect to different number of hidden nodes

conducted on training dataset (in percentage)

Hidden nodes Accuracy Precision Recall F1
32 90.25 90.01 89.98 89.95
64 95.55 94.48 95.05 94.76
128 97.92 98.01 97.56 97.84
256 92.74 93.12 92.55 92.83
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Table 7: Experimental results with respect to different number of hidden nodes

conducted on test dataset (in percentage)

Hidden nodes Accuracy Precision Recall F1
32 79.20 78.88 77.79 78.32
64 79.58 79.79 78.35 79.15
128 81.05 81.02 80.08 80.68
256 74.60 74.74 73.58 74.15

According to the table 8 and table 9, to find the proper dropout rate, the
experiment was conducted on a Bi-LSTM with 128 hidden nodes. It was ranging from
0 to 0.9 with step size of 0.1. The result indicated the inverse direction between the
performance of training and test datasets as expected. The dropout affected the
model by introducing a noise. This noise helped the model avoid the overfitting
problem. Therefore, when the dropout rate increases, the training performance drops
but the test performance increases. The highest performance for test dataset can be
obtained when dropout rate is around 0.7. It achieved the highest score on accuracy
and Fl-score. Moreover, the dropout rates at 0.6 and 0.8 also yielded the similar
level of performance but the dropout rate at 0.9 yielded the lowest level of
performance. It indicated that the model was difficult to learn any patterns when
dropout rate was too high because, for each iteration, there are only 10% of the

hidden nodes were adjusted.




Table 8: Experimental results with respect to different number of dropout rates

conducted on training dataset (in percentage)
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Dropout rate Accuracy Precision Recall F1
0.0 97.92 98.01 97.56 97.84
0.1 97.19 97.11 96.93 97.02
0.2 96.83 96.81 96.39 96.60
0.3 95.48 95.23 94.96 95.09
0.4 93.78 94.35 94.32 94.33
0.5 91.37 91.10 91.74 91.42
0.6 88.98 89.06 89.66 89.36
0.7 87.21 87.72 87.84 87.78
0.8 85.70 85.92 85.88 85.90
0.9 82.75 82.85 83.23 83.04

Table 9 Experimental results with respect to different number of dropout rates

conducted on test dataset (in percentage)

Dropout rate Accuracy Precision Recall F1
0.0 81.05 81.02 80.08 80.68
0.1 82.46 82.45 81.49 81.96
0.2 82.19 82.49 81.06 81.77
0.3 83.74 83.95 82.78 83.35
0.4 83.63 83.46 82.89 83.17
0.5 79.06 79.15 78.35 78.72
0.6 84.07 84.33 83.51 83.91
0.7 84.43 84.21 83.68 83.94
0.8 84.21 84.03 83.70 83.86
0.9 78.56 78.05 77.21 77.60
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4.3.2 Comparative experiment

To verify the performance of the proposed model, three existing
neural network-based models, including traditional LSTM, Recurrent Neural Network
with Latent Dirichlet Allocation (RCL) and Bi-LSTM-CNN, were used in this experiment.
The experiment was conducted on three scenarios. For the first scenario, the test set
was used to evaluate all four models in four metrics. Table 10 presents the overall
performance of each model. For the second scenario, the test set was filter to
consider only the severe cases, Table 11 represents the model performance on the
sever cases. On the last scenario, the test set was separated into several groups
based on text length to explore the effect of text length on the model performance.

The result can be visualized as shown in Figure 8.

Table 10: Experimental results of the proposed model compared with those of
three existing models (in percentage) and average computational time (in

milliseconds)

Model Accuracy Precision Recall F1 Time
RCL [8] 80.08 80.53 78.92 79.71 92.50
Bi-LSTM 81.61 81.26 80.65 80.95 24.18
Bi-LSTM-CNN [9] 82.80 82.74 82.04 82.38 77.48
Proposed model 84.43 84.21 83.68 83.94 25.87

Table 11: Experimental results of the proposed model compared with those of

three existing model (in percentage) on the severe cases

Model Accuracy Precision Recall F1

RCL [8] 78.70 87.88 77.02 82.05

Bi-LSTM 81.05 88.67 80.02 84.10
Bi-LSTM-CNN [9] 82.63 90.00 81.63 85.56
Proposed model 84.40 90.11 83.15 86.48
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As shown in Table 10 and Table 11, the experiments were conducted
on the whole dataset at once. The proposed model is able to achieve the highest
performance on all evaluation measurements. Furthermore, the time required to
execute is nearly the same as the baseline model which is Bi-LSTM. On the other
hand, the execution time for Bi-LSTM-CNN and RCL is more than baseline around 3
to 4 times. The reason why it takes more time is that they rely on Bi-LSTM’s one-to-
one architecture. It means that there are outputs from every LSTM cell. Then, they

were fed into either CNN or max pooling layer which is time consuming.
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Figure 8: Accuracies based on different data lengths

According to Figure 8, the experiments were conducted on different
length of text questions. Each group has the interval length of 5 words starting from
0 words to 35 words. Note that the shortest question length has 2 words. Therefore,
there are total of 7 groups. The results provided insightful information. From 2 words

to 25 words, the proposed model achieved the highest performance. However, when
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the question length exceeded 25 words, the performance of the proposed model
dropped below Bi-LSTM-CNN. The reason is that LDA is a generative model. It
required a number of similar text questions in order to construct a distribution.
However, text question with more than 25 words are rare cases.

Moreover, it indicated that the proper question length is around 2 to
10 words. This range provided precise information required to obtain the correct
answer. After 10 words, it usually consisted of additional information which is specific
to each case. Therefore, an additional information did not help the model but it

acted like a noise. Samples are provided in Table 12.



Table 12: Samples of proper and improper question length
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4.3.3 Result of individual classes

The confusion matrix was conducted to understand the outcome

clearly on each individual class. Each column represents the predicted class while

each row represents the actual class. In this thesis, there are 31 classes as shown in

Figure 9. The result indicated that the wrong predictions usually are in the same

main class because the word choices are quite similar. Table 13 represents samples

of wrong predictions.
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Figure 9: Confusion matrix based on all classes
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Table 13: Samples of wrong prediction

Actual class Predicted class Question
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For wrong prediction, table 13 indicated two reasons why the model cannot
achieve the accuracy beyond 90%. Firstly, the questions have ambiguity. It cannot
clearly distinguish among classes. The second reason is that subclass could be
considered as a subset of other subclasses. These two reasons might not be handled
by Latent Dirichlet Allocation (LDA). LDA is a generative model which depends on the
word occurrence but not on the word semantic.

Furthermore, the next investigation was conducted to find whether there are
unique keywords for each class or not. To find the keywords, the number of
questions containing a particular word is counted and divided by the total number of
questions in that class. The keywords with first three highest ratios were revealed.

There are two perspectives provided in this study. Firstly, the investigation was
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conducted on the main classes. The results indicated that the account class can be
clearly distinguish from other classes because there was no keyword co-occurrence
with other classes as shown in Figure 10. Nevertheless, when investigated on the
subclasses, most of the keywords were interchangeably among subclasses as shown
in Figure 11. Therefore, it can be concluded that there were no unique keywords for
each subclass. Note that in the figure, the abbreviation is used to represent classes

which are acc for account, log for logistic, pay for payment and re for refund.

fud': @.3077, 'da': ©.1632, 'wanans': ©.1282},
UA1': 8.3651, 'wudv': ©.3487, 'A1': 0.2664},
"pay': {'Wu': ©.4862, '115y¥': ©.4@€e6, 'AuA': 0.2597},
re': {'duA': ©.5623, 'Au': ©.516, 'unlan': ©.3665}}

Figure 10: Keyword in main classes
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{'anims': ©.6087, 'Uwml': ©.4783, 'avnyidou’: ©.3623},
{'deyZd': ©.5593, 'lrdv1u': ©.3729, 'Aaam’': 0.2542},
{'fa': 1.0, '$IuA1': ©.4203, 'f1u': ©.3188},
{"wuas': 6.9524, 'InTAwWvi': ©.3571, 'aswyiidou': 0.2857},
{'sva': 1.0, 'Au': ©.6136, 'Umy': ©.2045},

{'aE1': 1.8, 'liwav': ©.2857, 'dunam': ©.2653},
{'deyz': 1.8, 'au': ©.97@6, 'LF1wav’': 0.1765},
{"Lana1s': ©.873, 'm®#': ©.8571, 'Wula': ©.1429},
{'A1": 9.7, 'yudv': 0.35, 'W3i': @.3167},

{'A1"': 0.8919, "AuFd': ©.4054, '3E': 0.27037%,
{'&uA"": ©.3667, 'Andu’': ©.2667, 'dd': 0.2},
{'yudvy': ©.7857, '@mca': ©.7857, 'uid¥wn': ©.42867},
{'dAuA': ©.6512, 'Wing': ©.4419, 'yuav': ©.3721},
{'Waa': ©.6207, '"tduw1@': ©.5172, 'duA1': ©.4138},
{'&uA"": ©.6032, 'A': ©.4444, 'd9': 0.4444},

{'1ns': 1.8, 'LATARA': ©.9286, 'Ina': ©.2143},
{"2113¥"': ©.8056, 'Wu': ©.7222, 'Hawmiv': ©.4167},
{"W3u': 0.6981, 'i1s¥': ©.6415, 'A': 0.5094},

{'WSu': ©.902, '1H15y¥': ©.8039, '&nuy': ©.7255},
{'duA1': ©.6098, 'SuLSu': ©.6098, 'Wu': ©.3415},
{"daram1e': 1.8, 'Wu': ©.7045, 'LAUWU': ©.5455},
{'&uA"": ©.6667, 'Su': ©.2564, 'dia': 0.2564},
{'"wa': ©.4821, 'Aisssulion’: ©.4821, 'A1': ©.4286},
{'unlan': ©.9836, 'masieas': ©.459, 'duA': ©.4262},
{'&uf1': ©.5778, '@u’': ©.5778, 'dv': 0.4222},
{'Au': ©.6579, 'Auldu': ©.4737, 'Wu': ©.4737},
{'Au': 1.8, 'A1': ©.9118, '&uA1': ©.7647},
{'anlan’': ©.8718, 'aajlaas': 9.6154, do 0.4872},

©.8571, 'dv': 9.4857},

©.8276, 'A': ©.6552}}

Figure 11: Keywords in subclasses



CHAPTER V
CONCLUSION

5.1 Conclusion

In summary, the thesis has proposed a variable-length text classification
model. It is a fusion of two existing classification models which are Latent Dirichlet
Allocation (LDA) with Bag-of-Words (BoW) and Bidirectional Long Short-Term Memory
(Bi-LSTM) network with Continuous Bag-of-Words (CBoW). The reason to combine
them together is that they extract different levels of features. LDA extracts a global
feature, whereas Bi-LSTM extract a local feature. Two features are concatenated and
fed into a multilayer perceptron (MLP) to predict the answer of the text questions.

To construct the proposed model, hyperparameter tuning is required to
achieve the highest performance. In this study, two hyperparameters of Bi-LSTM,
including the number of hidden node and dropout rate, were tuned. Both
hyperparameters indicated that the performance falls in the law of diminishing
returns. The optimal values for the number of hidden nodes and dropout rate are
128 and 0.7, respectively.

On the comparative experiments, the proposed model was against three
existing model which are Bi-LSTM, RCL, Bi-LSTM-CNN. When experiments were
conducted on a whole dataset, it achieved the highest performance on all
evaluation matrices which are 84.43% accuracy, 84.21% precision, 83.68% recall, and
83.94% F1-score. On the second experiment, the models were evaluated based on
different length intervals. The performance dropped below Bi-LSTM-CNN when a
question length exceeds 25 words. The reason is an excessive detail related to a
specific case. This excessive detail acts like a noise that makes difficulty in
classification. The proposed model relied on LDA which extracts a feature by using

every word in a text question all at once, whereas CNN extracts a feature by using
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filters with a specific word length. Therefore, CNN can deal with the long text
questions slightly better than the proposed model. Moreover, the confusion matrix
indicates that the wrong predictions usually occur within the same main class due to
the similar text characteristic.

5.2 Future work

To improve the performance, future works might be required as follows:

1. Instead of using a synthetic data, the actual data could be explored and used
to reveal more semantic.

2. A feature selection which keeps only significant words could be added and

proceeded to increase the performance of classification model.
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