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Appendix A
A1 _Experimental iqn

Two experimental designs were planned in this study. The first was 2* factorial
design for an investigation of effects of key parameters on initial rate. The latter, central
composite design (CCD), was an expansion of the first design to both extremes in order
to construct response surface equation.

Four experimental parameters were of interest, X1: racemic menthol concentration
(mM), X2: hexyl acetate (mM), X3: temperature ("C), X4: stiming speed (rpm). In the first
design, all factors wefe studied at two levels (+1 and -1) (show in table A1). Levels of
these factors can be determined from their actual values as expressed in equations
below. The number substracted from the actual value is the actual value at level 0, while

the divisor is the difference between actual values per level.

concentration of racemic mentho!l - 60

X1 =
20
X9 = concentration of hexyl acetate - 260
120
temperature - 60
X3 =
15
stirning speed - 155
X4 = g sp

30
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Table A1 Experimental design planning. Coditied and uncodified levels of the factors,
X1: (F)menthol concentration (mM), X2: hexyl acetate concentration (mM), X3:

temperature (°C) and X4: stirring speed (rpm) studied for the 2* experimental design

Type of | Exp. codified factors Uncodified factors
Plan no. X1 X2 X3 X4 X1 X2 X3 X4
2* 1 - e e 40 140 45 125
2 |+ e | 80 140 45 125
3 |- o+ - - 40 380 45 125
4 + + 5 - 80 380 45 125
5 - - + - 40 140 75 125
6 |+ - o+ - |80 140 75 125
7 - + < 40 380 75 125
8 + + + - 80 380 75 125
9 - - = + 40 140 45 185
10 + - - + 80 140 45 185
i - + - + 40 380 45 185
12 + + , ph 80 380 45 185
B |- -+ x| 40 140 75 . 185
14 + dl I + 80 140 75 185
15 - + + + 40 380 75 185
16 + o+ + o+ 80 380 75 185




Table A2 Levels of experimental factors

80

Experiment factors Levels
-2 -1 0 +1 +2
(F)menthol concentration (mM) 20 40 60 80 100
hexyl acetate concentration (mM) 20 140 260 380 500
temperature (°C) 30 45 60 75 90
stimng speed (rpm) 95 125 185 185 215

The effects of these experimental plans were determined by applying the Yates's

algorithm (Box et al., 1978) to the uncodified experiments. Then, the factors are

expanded to a central composite design (CCD), as shown in table A2 and A3, by

introducing the extreme levels (Barker, 1985) : (t)menthol concentration at 20 and 100

mM, hexy! acetate concentration at 20 and 500 mM, temperature at 30 and 90 °C and

stiming speed at 95 and 215 rpm, and the central point (Barker, 1985) :

(Z)menthol

concentration at 60 mM, hexyl écetate concentration at 260 mM, temperature at 60 °C

and stirring speed at 155 rpm.
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Table A3 Experimental design planning, codified and uncodified levels for the central

composite design (CCD)

Type of | Exp. Codified factors Uncodified factors

Plan no. | X1 | x2|x3| x4 X1 | x2 | X3 | x4

cCD 17 |2 0 0 O 20 260 60 155
18 |+2 0 0 0 100 260 60 155
19 |o 2 0 o0 60 20 60 155
20 |0 +2 0 0 60 500 60 155
21 |0 0 2 0 60 260 30 155
2 | o 0 +2 o0 60 260 90 155
23 {0 0 0 -2 60 260 60 95
24 |0 0 0 +2 60 260 60 215
25 |0 0 0 O 60 260 60 155
%6 |0 0 0 0 60 260 60 155
27 |0 0 0 O 60 260 60 155

The initial rates obtained from 2° factorial sets of the experiments are shown in table

Ad.



Table A4 The initial rates of 2* factorial design experiments from table A1

Exp. No. initial rate (JLM/hr)
1 165
2 170
3 184
4 231
5 253
6 261
7 285
8 300
9 143
10 186
1" 201
12 228
13 238
14 223
15 308
16 321
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From these experimental data, the main and interaction effects can be determined using

Yates's algorithm, and the results are shown in table AS.



Table Ab Yates's algorithm
design matrix variables atgorithm
exp. initial rate
no. 1 2 3 ¥ (Hmoinit-hr) (o) 2 2 4 devisor estimate identification
1 - - - 165.00 335.00 750.00 1852.00 3700.00 16 231.2500 average
2 + - - 170.00 415.00 1102.00 1843.00 146.00 8 18.2500 1
3 - + - 184.00 514.00 7158.00 78.00 422,00 3 52.7500 2
4 + + - 231.00 588.00 1090.00 58.00 64.00 ] 8.0000 12
5 - - * 252.00 329.00 52.00 154.00 684.00 8 85.5000 3
[ + - - 261.00 429.00 26.00 265.00 -98.00 ] -12.2500 13
7 - + + 285.00 461.00 70.00 52.00 62.00 8 1.7500 23
8 + + + 303.00 62900 -2.00 12.00 12.00 8 1.5000 123
9 - - - 143.00 5.00 80.00 352.00 -4.00 8 -0.5000 4
10 + - - 186.00 47.00 74.00 332.00 -10.00 8 -1.2500 14
1" - + - 201.00 8.00 100.00 -26.00 114.00 8 14.2500 24
12 + - . 228.00 18.00 168.00 -72.00 -40.00 8 -5.0000 124
13 - - + 236.00 43.00 42.00 -6.00 -20.00 [ -2.5000 M
14 + B * 223.00 27.00 10.00 56.00 -46.00 [ -5.7500 134
15 - + + 308.00 -15.00 -16.00 -32.00 74.00 B 9.2500 234
16 + + + 321.00 13.00 28.00 44.00 76.00 & 9.5000 1234
{1} ) (3 (4)

£8
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In table A5 the design matrix gives the experimental conditions in standard order.
Column y contains the corresponding initial rate on product yields for each run. These
initial rates are now co.nsidered in successive pairs. The first eight entries in column (1)
are obtained by adding the pairs together. Thus 165 + 170 = 335, 184 + 231 = 415,
and so on. The second eight entries in column (1) are obtained by subtracting the top
number from the bottom number of each pair. Thus 170 - 165 = 5§ , 231 - 184 = 47 , and
so on. In just the same way that column (1) is obtained from column y, column (2) is
obtained from column (1). Finally, column (4) is obtained from column (3) in the same
manner. To obtained the effects one has only to divide as before by the appropriate
divisor, which is 16 for the first entry and 8 for the others. The first estimate is the grand
average of all the observations. The remaining effects are identified by locating the plus
sign occurs under each design matrix variable, so that the effect in the second row is the
()menthol concentration effect. In the eighth row plus signs occurs in the 1, 2 and 3

column, so that the effects in that row is the 1x2x3 interaction.

From table A8, by considering the estimated value of main effects, it was found that

changing of temperature will most affect the change of initial rates.

Estimated values of main and interaction effects demonstrated in table A6 were then
run in order starting from the least to the highest values, and the probability of each
values were calculated as shown in table A7. In order to indicate influences of each
parameters on initial rate, these. probability values were used to piot against estimated

values (a normal plot) are shown in figure A1 (Box et al., 1978).
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Table A6 Main and interaction effects of (X)menthol concentration, hexyl acetate

concentration, temperature, and stirring speed on the estimated value

Effects identity of effects estimate
average 231.25
Main effects |
[(E)menthol] (1) 1 18.25
(hexyl acetate] (2) 2 52.75
temperature (3) ' 3 85.50
stiming speed (4) 4 -0.50
Interaction effects
[(F)menthol] x [hexyl acetate] 12 8.00
[()menthol] x temperature 13 -12.25
[(F)menthol] x speed 14 -0.50
[hexyl acetate] x temperature 23 7.75
[hexyl acetate] x speed . 24 14.25
temperature x speed : 34 -2.50
123 1.50
124 -5.00
134 -5.78
234 9.25
1234 9.50




Table A7 In order of effects and probability
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| order number (i) 1 2 3 4 5 6 7
effects 1225 -575 -500 -2.50 -1.25 . -0.50 1.50
identity of effects 13 134 124 34 14 4 123

P =100(1-0.5/15 3.33 10.00 16.67 23.33 30.00 36.67 4333

7.75.

23

50.00

order number (i) 9 10 11 12 13 14 15

effects 800 925 950 1425 1825 5275 85.50
identity of effects 12 234 1234 24 1 2 3

P = 100(1-0.5)/15 56.67 63.33 70.00 76.67 83.33 90.00 96.67

100 —

probability (%)

effects

Figure A1 Plot of effects with probability from 2* factorial sets of the experiments

100
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From figure A1, the result suggests that over the ranges of the parameters studied the
main and interaction effects of 13, 23, 24, 1, 2, and 3 were the only effects
distinguishabie from noise. These parameters were then tested whether they really affect
the rate of reaction (Box et al., 1978).

From effects in figure A1, a linear equation can be created to find a relationship

between initial rate and effects as show in equation (A.1).

y = average + (-12.25/2)X X, + (7.75/2)X,X, + (14.25/2)X.X,

+ (18.25/2)X, + (52.75/2)X, + (85.50/2)X; - (A1)

by y =response as initiai rate (LLmol/it-hr)
X, = (X)menthol concentration
X, = hexyl acetate concentration
X, = temperature

X, = stirring speed

" The test will be made by replacing variables X, , X,, X,, X, with codified factors +1,
“-1in table A1 of 2* factorial experiments.

. For example experiment no. 1 of table A1, values of X,, X,, X,, and X, are -1. These
values are then replaced. in equation A.1.
Thus,
y =231.25 + (-12.25/2)(-1)(-1) + (7.75/2)(-1)(-1) + (14.25/2)(-1)(-1)

+(18.25/2)(-1) + (52.75/2)(-1) + (85.50/2)(-1)

= 157.75 UM/hr
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Resuits obtained by replacing values of 2* factorial experiments are shown in table
A8. In order to testify the validity of equation A.1, the differences (the least to the highest
values) between experimental values and calculated values are determined and plotted
on a probability paper. Quite a good straight line was obtained as shown in figure A2
which supports the above speculation that parameters 13, 23, 24, 1, 2, and 3 were the

only effects found.in this study.
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Table A8 Comparison between initial rates from equation A.1 and experimental results

Order initial rate Initial rate Difference Sort from Probability P=100
number from from minimum (i-1/2)/15
experiments equation to maximum i = order number
1 165 157.75 7.25 -18.50 3.125
2 170 188.50 -18.50 -16.50 9.375
3 184 188.50 -4.50 -9.25 15.625
4 231 219.25 11.75 -5.50 21.875
5 253 248.00 5.00 -4.50 28.125
6 261 253.75 7.25 -1.75 34.375
7 285 294.25 -9.25 -0.50 40.625
8 303 300.00 3.00 -0.50 46.875
9 143 143.50 -0.50 3.00 53.125
10 186 174.25 =28 4,25 59.375
11 201 202.75 -1.75 5.00 65.625
12 228 233.50 -5.50 6.75 71.875
13 238 233.75 4.25 7.25 78.125
14 223 239.50 -16.50 7.25 84.375
15 - 308 308.50 -0.50 11.75 90.625
16 321 6.75 96.875

314.25

1175
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probability (%)

D

-30 -20 -10 0 10 20

residuals

Figure A2 Plot of differences between the experiment of results and calculated results

(from equation A.1) on probability paper

From the experimental design planning at two levels, we could only construct the
first order equation. So, the second order equation was then constructed for forecasting
the reaction rate by experimenting key parameters at extreme levels (+2 and -2) (See

table A3 and A9).



Table A9 The initial rates of central composite design of factorial design experiments

Exp. No. Initial rate (JAM/hr)
17 1562
18 256
19 96
20 | 318
21 98

- 22 100
23 285
24 260
25 250
26 298

309

27

91
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in order to achieve a more reliable initial values, the second order equation was
then constructed using the principle of muitiple regression which is as follows : (Myers,

1979)

yi=f,+ Z lel + XZ BI]XIXJ + Z Buxlz + & ' (A2)
i ij i

i<f

That is, if written in terms of the following vector of errors

y1 . r 1 X“ X21 e XH
y = y2 ' X = 1 x12 )(22 v sz
A 1 Xy Xon o Xig
and
€, |
82
€ =
8ﬂ
Then
Where y, = response forthe ith run
y = vector of response
B, = regression coefficient for the ith run

B = vector of regression coefficient
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X X regression variables

x
N

matrix of regression variabies

€ = random error forith run
€ = vectorof random errors
N = number of experiments

We wish to find the vector B that minimize errors using least square method, that is to

determine vector B which results in.a minimum value for

n
L = Y g’=¢g'e (A4)
i=1
Then L = (y-XB)(y-xB) (A.5)
a , '
— = 2X'Y+2X'xB =0 (A.B)
2 B

Setting equation A.6 equals to zero and solving for B

Which equation A.6-can be simplified to

- X'xB =Xy | (A7)

From equation A.5, set the matrix shown in table A10 and substitute the values

inio table A10 which results in table A11.

The values of vector [3 (determined by solving equation A.7) are shown in an

equation which presents relationship as follows.



Table A10 -

10

1"

12

13

15

Matrix from refation of four factors followed from Myers, 1979, :

I

Zx2

. Zx3

Zx4ax1
Ix+
Zx2’x
Zx3'x
Zxax1
pRTR S
Txi'xa
Trr'xa
Ixuaa
ZX1x2x4

X 1X3x4

Zx3
Exaxz
Txi'x2
I
Ixa'xa
Exa’x2

Txixe’

Zxixaxa’

Zx1xaxz

Txxa

Ix2'x4
Zxaxex2

Txaxt -

Zxaxz

Txaxs
Txi'xa
Txzxa

Txa'xa
ZX1X2X3
Exxs’

ZX1Xax3 -

Zxaxax3
ZX3°%4

TAa

Tt
Zxaxz

Exaxa

o

Txaxd
Ix2'x4
Ixa'x4
Txa'
Sxixex4
LX1XIX4
Ixixa
LX2X3X4
Txoxd’
Txaxa’

T’
Zx1®
Zx1'x2

I

a1t
Txs

Tx2xa® -

Fxa'xt®
Taax’
Tx1’x2

- Zx1'x3
S » )

Txaxax1’®

_ Txoxaxy’

TxXaXaxKs

iiz’
Tx2'x41
p'e

- Tx2’x3
Ex2"xa

Txz'x1’
Tx2*
Txa'xa’
Txa'x2".
Txax2’
Txaxaxs’

Zxae”

“Ixza .
Tx2’xa

Txanaxz"

-
Zxa'x
Exs'x2
Zx3’

" Txana

Txa'xs’
Txs'xe
Txa'

TuaTxa”

Zx1xax3’

“Exaxs’

Extxaxs’ -
Txaxs’
Zxaxaxs’
Txs'xa

Txa’
Txax1
Zxa'xz .
Txaxs

Txa’xy

T’

Tua'xs’

Txxaxd
Txaxane’
Zxixa’

Zxoxe’
Txaxs’

Lxixz
Txi'x2
Zxixe'
Zx1xaxs :
ZX1X2X4
Trr'xz
Zxxz’

Txixaxa®

Txixaxd’
I

Tx1’xax2
Txa'xaxz
Txzxaxt
xz'xana

Exixs
Txixs
Tx1xax2
Zx1s’
ZX1X3%4
Lxa’x3
Txaxans”
Zxixs’

Tx1xaxa

Tx1'xaxz -

Txa'xa’
Tx1'naxs

Txaxsxy

Zx1x4

- Tx1x4
. LXiX4X2

© Ex1xaxs

TxXixa®
Tor'xa
Ex1xaxs’
Zxnaxs’
Txxd’
Tox1 xaxz

Tx1*xax3

Ex1 x4

Txoxs
T TX1%2X3 .

Tx2'xs

- Exaxa®

Txxax4
Exaxaxs

- Ex2’xa
| Txoxa®

Exaxaxe’

Txaxa'te

Txaxaxaxa Dxzxax1  Exaxaxa
Txaxoxaxs Perxst Dxo%axs  Ixa'xaxz
2x1x_zx3x4'2xéx4’x1 EIxowaxs Ixa'xd’  Ixaxa'xe
Txxoxad Dxaxaxs Sxwaxi Da'xee Dxaxdxe Dxaul

7 Exoxa Txaxa

Txixax4  ZxiXaxd
Tx'xe  Txaxaxz
Dxzxaxs  Ixa'xa
Txaa’  Dxsxd’
Txoxext’ Exaxaxt’
Txz'xa - Exaxaxd’
Taaxaxs® Txa’xa

Txoxd’  Txand

Ixyaxs  Ixaxaxaxa|
Txaxaxaxd Txa'xaxt

B,
B,
B.
B
B.

B2

B
Bu
B..

B
B
Bae
Ba

Iy
Ty

Zxy
Ixy
Zx, Y
2,

XY
ZX,,¥
Zx,.¥
Ix Y
X,y

Zxy

Ixy

144
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Tabie A11
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T
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y = 28567 + 14.75X, + 36.08X, + 28.67X, - 2.25X,

- 14.48X,, - 13.73X,, - 40.73X,, + 2.64X,,

+ 4.00X,X, - 6.12X,X, - 0.62X X,

+ 387X X, + 7.12%X, = 1.25%,X, (A8)

The initial rate could be obtained by replacing variables X,, X,, X;, and X, with
codified factors +1, -1 of 2* factorial experiments (show in table A1) including CCD value

(shown in table A3), and the calculated results obtained are compared to the

experimental values (see table A12).



Table A12 Comparison between initial rates obtained experimentally and those

caiculated from the second order equation
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Experimental number

Experimental values

Calculation values

(iM/hr) (M/hr)
1 165 149

2 170 184
3 184 191
4 231 242
5 253 213
6 261 224
7 285 271
8 303 298
9 143 134
10 186 167
11 201 204
12 228 253
13 238 193
14 223 201
15 308 280
16 321 301
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Experimental number

Experimental values

Calculation values

(UM/hr) (wM/hr)

cco 1 152 198

2 256 257

3 96 158 ]

4 318 303

5 98 66

6 100 180

7 285 300

8 260 291

9 250 285

10 2908 285

11 309 285

The validity of equation A.6 is then tested using ANOVA analysis.




Table A13 ANOVA analysis of second order equation for predicting initial rate

values

Source sum of square | DF mean square F-ratio
Regression 1488971 15 99265
lack of fit 23468 10 2347 2.39
Error 1969 2 984
Residual 25437 12 2120
Total 1514408 27

The critical F (degree of freedom 10, 2) value obtained from the statistical table at
95% confidence equals to 19.40, and the F-ratio found in table A13 is 2.39 which is less
than the critical value. As a result , equation A.6 is reliable at 95% confidence in
predicting an initial rate.

From second order equation (A.8), | we can predict initial rate of the
transesterification reaction in the range of experimental design. We will consider main
and interaction effects of the reaction. The main effects found were menthol
concentration, hexyl acetate concentration, and temperature, while interaction effects
were between menthol concentration and temperature, hexyl acetate concentration and
temperature, and hexyl acetate concentration and stirring speed. Since, all the main
effect parameters were also included in interaction effect parameters, only interaction

effect parameters will be discussed.




A2 To find the optimum point
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From equation A.6 obtained using experimental design, the optimum conditions for

the transesterification reaction of racemic menthol and hexyl acetate concentration by

Candida cylindracea lipase can be determined using Myers's method (1979) as follows;

So, we will find the suitable condition of all factors from this below equation. (Myers,

1979)
~87b
X =
2
Where B = B, B..
B. - B.
u B‘Ik BZK
B.
b =
B,
and
x‘l
X = X,

B..
Ba
B..
B.

symmetry



It

regression coefficient for the ith run

menthol concentration

hexyl acetate concentration

temperature

stirring speed

Since it was earlier found that

So

X

14.48 400  -6.12
400  -13.73 387
612 387 4073
062 742 125
[ 00771 0,011
00111 -0.0332
0.0100 -0.0041
0.0154 0.0349
[ 1475 ]

36.08

28.67

2.25

06433 |

0.8342

0.3803

-1.4927

062 |
7.12
1.25

2.64

0.0100

-0.0041

-0.0265

0.0009

0.0164

0.0649

0.0009

0.1539
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By changing regression variables to the actual values, optimum conditions for the

transesterification studied are:
concentration of racemic menthol
concentration of hexyl acetate
temperature

stirring speed

73
360
66

110

mM

mM

rpm
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Appendix B _Random bi bi mechanism

Both substrate (A and B) randomly bind with enzyme to form enzyme-substrate
complex (EAB). After which the product-complex (EPQ) is produced. In the same way
as the substrate binding, both products are randomly released from the enzyme. The
binding of Substratés and releasing of products are in random fashion, and can be

shown by the scheme as follows:

E-A-Be— E-P-Q



The schematic show in below.

I

hexy! acetate
racemic menthol
hexanol
(-)menthyl acetate

enzyme lipase
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Ka

— Q+E
+
P

—— Q+FEP
OlKqg

dissociation constant of reaction EB + B 4= ggB
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K, = dissociation constant of reaction EA + A $=§ EAA
K, = dissociation constant of reaction E+A = EA
QK= dissociation constant of reaction EB + A = EAB
K, = dissociation constant of reaction E+B *=% EB
QK= dissociation constant of reaction EA +B $=F EAB
EA = enzyme-A complex

EAA= enzyme-A2 molecules complex

EB = enzyme-B complex

EBB = enzyrhe-B2 molecules complex

Assumption :

1. Since all the binding and dissociation steps are very rapid compared to catalytic
step, the rate limiting step will be indicated simply as The step EAB 42; EPQ,
therefore, V = K,[EAB]

2. Rapid equilibrium approach is applied.

Since,
V = K[EAB]

and

v o Ko[EAB]

Eo [E] +[eA] +[eB] + [EAA] + [E8B] + [EAB]
‘Where [Eg] = [E] + [EA] + [EB] + [EAA] + [EBB] + [EAB]

[EA] = [EI[A}/K,

[EB] = (ENB]/K;

[EAA] = [EAAI/K, = [ENANA]/KK,
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(EBB] = [EB)B)/K, = [E)BIB]/KKe

[EAB] = [E)[AI[B]/ OK,Kq

So, |
[E}[Al(E]
vV OLKaKs
o ey, AL IR EIAIAT TG (EICATE
Ka K Ki2Ka KiKe OLKaKe
v [A][e]
V max G.KAKa+aKe[A]+(X.Ka[B]+[A][A] 2» +[B][B] b +[A][B]
Therefore,
y= [Al[B]V max
[A] [8]

) +[Alle]

okaks + oke[A] (1 + —) + oka[B] (1 +
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