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CHAPTER I

INTRODUCTION

1.1 Research Motivation

Internet service providers (ISPs) face challenges stemming from the advent of ubiquitous com-

munication services and convergent networks. In today’s highly competitive telecommunication mar-

kets, ISPs have to provide smooth transmissions to their customers, who expect to benefit from end-

to-end connections with a guaranteed quality of service (QoS). To support this growing demand, ISPs

need an efficient methodology to meet their customers’ requirements while optimising their network

resources.

The difficulty is that an ISP has the authority to control traffic flows in only its own network–

so called “domain” (e.g., a network under a unique autonomous system number), but an end-to-end

connection often needs to pass through inter-domain networks consisting of several connected do-

mains. Since inter-domain networks are administered by multiple ISPs, the success of end-to-end

connections relies on the subtle interactions of provisioning policies in place by those ISPs. These

policies must be good enough to facilitate an establishment of end-to-end QoS connection. Such es-

tablishment, while requiring ISP mutual cooperation, must allow reasonable mutual ISP competition

to serve their own best interests. Due to these complexities, efficient provisioning of guaranteed QoS

connections across inter-domain networks remains an open challenge [1].

Proper cooperation among ISPs has been seen as a solution for providing end-to-end QoS. The

conventional approaches in the research literature often require each ISP or domain to exchange in-

ternal network information using a common protocol [2–5]. To reserve paths for connection-oriented

services, traffic engineering (TE) information must be announced across the domains by using a

common protocol, e.g., a resource reservation protocol-TE (RSVP-TE) [2], border gateway protocol-

TE (BGP-TE) [3, 4], multiprotocol label switching-TE (MPLS-TE) [5] and generalised MPLS-TE

(GMPLS-TE) [2]. Existing studies [4, 6–11] have extended these protocols to efficiently solve the

end-to-end QoS provisioning problem. Kumar and Saraph [6] use the concept of sharing QoS in-

formation among alliance networks via a routing control platform coexisting with the BGP. Other

studies [4, 7–11] use the concept of a QoS tunnel or virtual trunk for QoS routing by an additional
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attribute to convey TE information. Although these schemes perform well when the ISPs cooperate,

the apportionment of the QoS responsibilities of ISPs has yet to be studied.

A trade-off between path reservation efficiency and the dissemination of internal network in-

formation renders the optimally cooperative environment amongst ISPs often unreachable in many

practical cases. For instance, individual ISPs are usually not willing to disclose internal network in-

formation, such as a complete topology and link state information, for reasons of security or business

competitiveness. This situation poses a challenging problem for ISPs that exercise fully independent

management [12–14].

Some studies assume a non-cooperation among ISPs, [12–14]. Ogino and Nakamura [12]

propose an adaptive QoS-class allocation scheme to estimate the level of QoS assigned by the down-

stream domains. An ISP uses the estimated level to determine its QoS class to successfully establish

the connection. However, such a scheme works properly only if the TE signals are forwarded across

domains. In contrast, the most-effort (ME), least-effort (LE) and equal-distribution (ED) policies,

proposed by Pongpaibool and Kim [13], do not require internal topology or TE information from

other domains; only the QoS constraints must be sent to downstream domains. However, these poli-

cies force ISPs to be in charge of the highest, lowest and moderate responsibilities in a QoS request.

Their investigation does not consider the purported efficiency if the level of responsibility in a QoS

request is instead freely selected by individual ISPs to optimise their own objectives. In practice, it is

difficult to force all ISPs to select the paths at the same QoS level.

Without ISP cooperation, the key to offering end-to-end QoS services must therefore rely on

dynamic apportionment of QoS responsibilities among ISPs. Such a non-cooperative problem un-

derlines the need for an analysis with a non-cooperative game theory [15–17]. This thesis focuses

on investigating the optimal apportionment of QoS for providing end-to-end QoS across multiple

domains in the framework of a non-cooperative game with respect to Nash equilibrium. A QoS

provisioning framework with a Path-Classification scheme under the Nash equilibrium (PC-Nash) is

proposed to facilitate the management of multiple QoS levels or path qualities in each domain. In

PC-Nash, an ISP is not forced to disclose the network topology nor forward TE across domains. The

only requirement is that the ISP classifies its paths according to their qualities. In addition, PC-Nash

can be considered a generalisation and a unified representation of the three policies, i.e., ME, LE and

ED [13] with maximum, minimum and moderate QoS levels, respectively. Such unification makes it

possible to analyse how the ISPs interact with their freedom of choice in the QoS apportionment by

using various levels of QoS stringency.
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1.2 Literature Review

One essence of requirement for today’s telecommunication services is an end-to-end QoS guar-

antee. This critical issue has been motivating researchers in seeking for new techniques to deliver

end-to-end QoS. Some possible approaches are to enhance a process of the standard inter-domain

routing protocols, e.g., BGP-TE and RSVP-TE, to add a new mechanism or to bide a service level

agreement among the ISPs.

1.2.1 Enhanced BGP-TE

BGP-4 [18] is a path vector protocol that allows each domain or Autonomous System (AS)

to adopt the local policy in route selection and route propagation to the destination prefixes. BGP-4

exchanges the reachability information between adjacent domains via UPDATE messages. The infor-

mation in the UPDATE messages is used to establish the topology representing the relationships of

the ASs. The destination prefixes, ASPATH and NEXTHOP in the UPDATE message, are provided

for advertised routes. Basically, an edge router is set its policy to select a path which provides the

minimum number of hops in the ASPATH. Due to a lack of QoS information forwarding across the

domain boundary, QoS guarantee cannot be done over the multiple domains. Consequently, many

studies [3, 4, 8, 19, 20] propose mechanisms to extend the QoS information in the BGP for QoS rout-

ing. Xiao et al. [3, 19] have proposed a scheme to advertise the statistical QoS information through

the BGP routers. They define the new QoS metrics, such as the Available Bandwidth Index (ABI),

Delay Index (DI), Available Histogram (AH) and Delay Histogram (DH), which are presented as

statistical metrics instead of the deterministic metrics. Using the statistical reported in these metrics

to select the proper router provides the performance of the network closer to the optimality than to

select the router following static metrics. Meanwhile, the system suffers from increased overheads.

Cristallo and Jacquent [20] propose a new attribute, QOSNLRI in UPDATE messages in BGP, for

the many types of QoS information. However, this work does not present how the information is

used in the path selection. M. Boucadair [21] proposes a new feature for BGP enhancements. The

technique does not change the BGP state machine but allows for different treatments of the received

announcements depending on the conveyed QoS information. In doing so, two message attributes, i.e.

QoS Service Capability and QoSNLRI, are added to BGP-4 in order to forward the traffic according

to the QoS guarantee. The QoS Service Capability is an optional parameter of the OPEN message

and it allows peering entities to learn each other’s QoS Service Capabilities. The QoSNLRI is used
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to convey QoS-related information in UPDATE messages. The simulation results conducted in [8]

confirm that the end-to-end QoS is improved by the path selection based on two QoS attributes, i.e.

QoS Service Capabilities and QoSNLRI. Due to the lack of a mechanism to enforce the necessary

information update in the BGP entities, the path selection might not reach an optimal. Prior and

Sargeto [4] improved the QoS extension technique to BGP by delivering three QoS metrics with UP-

DATE messages. They define the QoSINFO for carrying three QoS metrics, namely, the light load

delay, assigned bandwidth and congestion alarm. These extensions are designed while taking into

account the need to minimizing the overhead in the signalling messages and the path re-computation.

In order to prove that using this technique can make the system reach the optimal path selection,

the simulation experiments comparing QoSNLRI with the common BGP depict using QoSINFO

in BGP can provide the system with a near optimum path selection over both a common BGP and a

BGP with added QoSNLRI.

1.2.2 Enhanced RSVP-TE

Apart from the QoS extension to BGP-4, the RSVP-TE [22] is created to support the QoS

requirement over a MPLS/GMPLS network. Several new objects are added in the RSVP path mes-

sage [22]. The SESSION object and the SENDERTEMPLATE object uniquely identify the Label

Switch Path (LSP) tunnels with or without the QoS requirement. The EXPLICITROUTE object

(ERO) specifies the route which meets the QoS requirement as a sequence of abstract nodes. To pre-

vent a routing loop, the RECORDROUTE object (RRO) is added in the path message to specify the

actual route that the LSP tunnel traverses. The SESSIONATTRIBUTE object is for the session iden-

tification and diagnostics. For policy control, routers along the path use the setup and hold priorities

along with SENDERTSPEC and POLICYDATA objects in the path message. With RSVP-TE pro-

tocol, an LSP tunnel with the QoS requirement can be obtained for intra-domain traffic [22]. However,

this information cannot be sent across multiple domains because of the confidentiality. QoS delivery

across multiple domains can be achieved by using the inter-AS LSP proposed in [23]. The establish-

ment of the inter-LSP is based on an AS number and a prefix destination. Only the head-end Label

Switch Router (LSR) is permitted to fill ERO with nodes that belong to the same AS and the AS

that will be traversed by the Path message. At the entrance of each AS, the border router computes

an LSP path towards the downstream AS and specifies the ERO accordingly. The inter-domain path

selection may rely on the QoS extension to BGP. As a result, the local path optimization depends on

each AS. Although, these studies suggest how to extend QoS over inter-domain network, they do not

mentioned how each AS should efficiently select the local paths.
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1.2.3 Cooperative QoS Routing Approach

Kumar and Saraph [6] have proposed a new Alliance Network model for supporting the end-

to-end QoS services. An alliance network consists of a set of interconnected ASs forming an alliance.

These ASs must share their QoS information through the alliance network. The premium traffic

will be served by the MPLS tunnel establishment. To do this, the BGP routers in each AS must be

upgraded to be a Routing Control Platform (RCP) [6]. The RCP centralises the BGP import and

export policy implementation for the AS administrator and frees up other routers for the forwarding

tasks. Thus, the new alliance network model is compatible with the existing BGP. The RCP learns

the BGP advertised paths from the border routers through the iBGP session [6]. The RCP selects the

best path and sends the selected path to all routers in the AS. For extension to other AS, the RCP

in each AS learns multiple routes through eBGP [6]. Then, the alliance network is constructed by

communication between RCPs via the TCP. This approach uses an overlay model to co-exist with

the BGP. From the simulation results, the alliance network can support premium services while the

common BGP can not. Since this success requires cooperation with the ISPs or central control system

over the inter-domain networks, this idea might be abandoned by the ISPs because of the adverse

business conditions in real practice.

Other approaches [4,7–10] use the concept of a QoS tunnel or a virtual trunk establishment for

the QoS routing. These works are based on the assumption that providing end-to-end QoS across the

Internet needs the co-operation of multiple ISPs. Georgatsos et al. [7] uses a local Quality Classes (l-

QCs) in each domain and an extended Quality Classes (e-QCs) between two domains for supporting

end-to-end QoS requests. Meanwhile, Griffin et al. [8] used the concept of the mata-QoS class plane

(the details can be found in [10]). ASs can freely choose the preferred method for engineering the

QoS. Although these previous approaches can perform well in co-operative manner, the responsibility

in the QoS apportionment has not been studied.

1.2.4 QoS Path Provisioning Approach

Several QoS path provisioning approaches (e.g., [12, 13, 24]) deal with how to allocate a path

to support an end-to-end QoS in inter-domain networks. These researches focus on seeking an appro-

priate QoS level that each domain should offer for a QoS request. Tham and Liu [24] have proposed a

Reinforcement Lerning-based Adaptive Marking (RLAM) scheme to achieve the cost effective based

on an end-to-end QoS requirement. This scheme is applied for a Differentiated Service (DiffServ)

network [25] of which incoming packets are marked at the ingress router with (DiffServ Code Point)
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DSCP value. The RLAM scheme lets the system learn an optimal QoS level via the states of con-

gestion in the other domains by using reinforcement learning technique [26]. Based on dynamically

path provisioning QoS, the optimal QoS level of each domain must be periodically adjusted follow-

ing the penalty of the loss rate and the end-to-end delay. Even the RLAM scheme provides a cost

effective according to changing traffic pattern, this scheme requires some feedback messages in order

to achieve the convergence of optimal QoS level.

The other example of adaptive path QoS provisioning scheme is proposed by Ogino and Naka-

mura [12]. Unlike the RLAM scheme, Ogino and Nakamura [12] have proposed an adaptive QoS-

class allocation scheme based on the Markov decision theory [27] to estimate the level of QoS as-

signed by the downstream domains. To determine a proper QoS class to successfully establish the

connection, the probability of every possible state must be pre-calculated. This scheme requires to pe-

riodically recalculate corresponding to the traffic pattern variation. As the same as the RLAM scheme,

an adaptive QoS-class allocation scheme also works properly only if the signalling messages are for-

warded across domains. In contrast, the most-effort (ME), least-effort (LE) and equal-distribution

(ED) policies, proposed by Pongpaibool and Kim [13], do not require internal topology or TE infor-

mation from other domains; only the QoS constraints must be sent to the downstream domains. For

ME, the highest QoS that a domain can support at the current state of the network must be allocated to

a call request. In contrast, LE is similar to greedy scheme which the lowest QoS of path in a domain

satisfying a QoS request is always allocated. ED is established to compromise between ME and LE

schemes; that is, all domains must allocate their QoS as equal as possible. However, ED requires

an extra information about the number of domains connecting the end-to-end route. These policies

force ISPs to be in charge of the highest, lowest and moderate responsibilities in a QoS request. Their

investigation does not consider the purported efficiency if the level of responsibility in a QoS request

is instead freely selected by individual ISPs to optimise their own objectives. In practice, it is difficult

to force all ISPs to select the paths at the same QoS level.

1.2.5 Game Theoretic Approach

Other approaches, which differ from the enhancement of the existing inter-domain routing pro-

tocols, are rooted in a game theory. Due to the nature of behaviours of the ISPs, e.g., the ownership

operation, business competition and selfishness, a game theory is a suitable tool for analysing the

inter-domain routing problem. In addition, this behaviour leads most practical ISPs to uncooper-

ative. Recent work by [15–17, 28–30] studied the issue of an incentive utility for the ISPs based

on a non-cooperative framework. Those studies provide the direction for how to select the optimal
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inter-connection link. In particular, some studies [17,28–30] analyse the incentive model for the rout-

ing policy in BGP. The analysis shows that the incentives of rational ISPs are aligned with the call

accomplishment. Thus, the ISPs have no incentive to deviate from the prescribed behavior. Other

studies [31, 32] focus on the price setting to the peering links of the transit domains. Using the BGP

UPDATE message, Barth et al, [32] have proposed the game theoretical framework to determine the

optimal price that the ISPs should charge their peers.

Unlike the works in [16, 32], Jesus et al., [31] analyse the peering bilaterally with respect to

the pair-wise Service Level Agreements (SLA) by using the game theory according to the realistic

model. The capacity constraint of the transit link is integrated into a price setting criteria in order to

control the inter-domain traffic. The optimal price setting for an inter-connection link can be found

with respect to the ISP business relationships. Apart from the non-cooperative game, some literature

formulates the inter-domain routing problem as a cooperative game. For example, Shrimali et al., [33]

have focused on a benefits of bilateral cooperation among ISPs. Qian et al., [34] have proposed an

economic model for tiered network services and used game-theoretic techniques to find the optimal

price for each service tier.

Even though many studies note that the solution provided by the cooperative game theoretical

framework is superior to that from the non-cooperative game solution, the non-cooperation is in real

practice suitable for the problem with the ISPs based on the aforementioned reasons. Therefore, this

thesis formulates the problem based on the non-cooperative game theory. While those studies propose

several pricing mechanisms to cope with the inter-domain routing problem, none of them takes into

consideration the routing with end-to-end QoS guarantee.

1.3 Thesis Objective

This dissertation aims at proposing a new scheme to efficiently provision an end-to-end QoS

path along the inter-domain network. The proposed scheme employs the game theoretical framework

to reach the optimal operating point of individual inter-acting domains.

1.4 Scope of Thesis

1. Review the previous inter-domain routing policies proposed in [13], i.e. most-effort, least-effort

and equal-distribution policies.

2. Propose an end-to-end QoS path provisioning scheme
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• Consider two constraints, namely, maximum bandwidth and availability requests.

• Propose a method for policy implementation.

3. Study the effect of the proposed scheme and provide the comparative study with the benchmark

schemes.

4. Develop utility functions according to business relationship models for preventing the selfish-

ness of inter-domain path provisioning.

5. Propose a mathematical analysis for performance evaluation based on Continuous Time Markov

Chain (CTMC).

6. Study the effect of policy implementation of two domains through analysis and numerical ex-

periments.

7. Study the effect of policy implementation of three domains using a cascade model and a triangle

model by conducting numerical experiments.

1.5 Methodology

1. Review the previous inter-domain routing policies, i.e. most-effort, least-effort and equal-

distribution policies.

2. Propose an end-to-end QoS path provisioning scheme

• Consider two constraints, namely, maximum bandwidth and availability requests.

• Propose a method for policy implementation.

3. Study the effect of the proposed scheme and provide the comparative study with the benchmark

schemes.

4. Develop utility functions according to business relationship models for preventing the selfish-

ness of inter-domain path provisioning.

5. Propose a mathematical analysis for performance evaluation based on Continuous Time Markov

Chain (CTMC).

6. Study the effect of policy implementation of two domains by simulation and numerical experi-

ments.
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7. Study the effect of policy implementation of three domains with a cascade model and a triangle

model by numerical experiments.

1.6 Original Contributions

Main contributions of this thesis are as follows.

• This thesis proposes a new framework to solve the problem of end-to-end QoS provisioning

in inter-domain networks (Chapter III). This framework comprises three stages: 1) the Path-

Classification scheme to help in efficient QoS provisioning; 2) a loss network model is proposed

for evaluating the QoS-level selection and to also be generalised to the three conventional poli-

cies, i.e., ME, LE and ED; 3) a non-cooperative game theory is applied to analyse the optimal

QoS level apportionment of ISPs with respect to the utility function based on practical business

models.

• Based on the non-cooperative problem, this work differs from others [15–17] in several key

aspects. The main difference is that some of these studies [15–17] focus on the problem of

inter-domain network routing in the inter connection level, while this work considers a QoS

level apportionment for inter-domain traffic control in both the internal and inter connection

levels.

• The investigations in this thesis is conducted by computer simulation. This thesis also extends

the limit of that study by using mathematical analysis.

• This thesis rigorously investigates accuracy of the proposed loss network model with a discrete-

time simulation and a performance evaluation of PC-Nash compared with the conventional

policies ME, LE and ED. The results of all experiments show that PC-Nash outperforms these

conventional policies. The discussion also provides a guideline of proper QoS level or conven-

tional policies suitable in different scenarios.

1.7 Structure of Thesis

This thesis is organised as follows. Chapter II provides the necessary background of this thesis,

which includes the basic considered QoS, the network model and the conventional path provisioning

policies. Chapter III presents our proposed QoS provisioning framework with the Path-classification
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scheme under the Nash equilibrium (PC-Nash). Chapter IV evaluates the effectiveness of the path pro-

visioning policies based on the topologies of two concatenated domains. In Chapter IV, Section 4.1

verifies the accuracy of the proposed loss network model, and Sections 4.2 and 4.3 evaluate the per-

formance of the proposed framework and the conventional policies based on two domains without an

interconnection link and two domains with an interconnection link, respectively. Chapter V presents

the investigation of the path provisioning policies based on the hierarchical network. Chapter VI

presents the extension of PC-Nash. Chapter VII concludes the main findings in this dissertation and

discusses about the future work.



CHAPTER II

BACKGROUND

This chapter provides the fundamental principles supporting the end-to-end QoS path provi-

sioning in inter-domain network. The focus of this section lines on the considered QoS parameters

offered to end-customers, the conventional QoS path provisioning policies and the principle of non-

cooperative game theory. The knowledge background and the deep discussion lead to a guideline and

motivation for the proposed scheme in Chapter III.

2.1 Considered QoS parameters

The term QoS is defined by ITU-T Rec. E.800 as“The collective effect of service performance

which determines the degree of satisfaction of a user of the service.”[35]. The goal of QoS offering is

to provide end users a good experience when using a particular service. In fact, the QoS parameters

depend on each application’s requirement. In this thesis, only the main parameters offered by the

ISP according to a per-connection basis, such as the effective bandwidth and minimum connection

availability, are provisioned across multiple domains.

2.1.1 Bandwidth Guarantee

An important QoS parameter for which various services running on the Internet require is the

bandwidth guarantee [35]. The network layer must play a critical role in the QoS provisioning pro-

cess to achieve bandwidth guarantee. The existing studies adopt path provisioning protocols, e.g., Re-

source Reservation Protocol-Traffic Engineering extension (RSVP-TE) [22], Constraint-Based Label

Distribution Protocol (CR-LDP) [36], and Border Gateway Protocol-TE (BGP-TE) [8], to achieve the

end-to-end bandwidth guarantee. With the TE extension, routers whose role is a path decision selec-

tor calculate the appropriate route according to the bandwidth request of each service. For instance,

MPLS-TE routes traffic flows across the network by dynamically allocating required resources within

a given network capacity and topology [37]. The RSVP-TE reserves the needed resources in every

intermediate router along the end-to-end path. The selected path is reserved for the streaming service

according to the bandwidth request of the service [22]. For BGP-TE, the Bandwidth QoS Attribute

(BWQA) is used to specify the bandwidth available in the Network Layer Reachability Information
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(NLRI) field in order to ensure that the assigned route has a sufficient amount of bandwidth [8]. One

can therefore use these extended protocols to provide end-to-end bandwidth guarantee. Nevertheless,

these approaches are based on the maximum bandwidth reservation for every request. Doing this

might cause inefficient network utilization because the sources often do not send the traffic at the

peak load all the time. Therefore, the improved provisioning should rely on statistically multiplexing

the shared connections in the same network equipment. In this regard, to encapsulate the packet-level

QoS parameters, e.g. the packet loss ratio, latency, and jitter, in the call-level QoS, the required band-

width can be mapped to the effective bandwidth or equivalent capacity [38,39]. The reason for doing

this is to ensure an efficient call-level bandwidth allocation and a packet-level guarantee.

2.1.2 Availability Guarantee

Network providers normally report the availability property of their transport networks to cus-

tomers for the purpose of presenting the ability to withstand certain types of failures. It implies the

length of the service outages. For example, three nines of physical unprotected availability or 99.9%

means approximately nine hours of outage per year while five nines or 99.999% means approximately

five minutes of outages per year [40]. This implies that an availability is a long-run average character-

isation of a large pool of transport network devices. Let us define availability as the probability that

a piece of network equipment is in the up-state at a given time interval. The availability of a single

component can be calculated by using MTTF/(MTTF + MTTR), where MTTF is the mean time to

failure, and MTTR is the mean time to repair [41]. To approximate end-to-end path availability, the

analysis is based on the following assumptions. A two-state (working and failed) model describes the

component status. Each component fails independently. The service-time and repair-time have the

independent memoryless properties. And MTTR is much smaller than MTTF [41]. In addition, net-

work providers can increase their end-to-end route availability by adding the redundant components

in a proper standard technique such as one-for-one (1+1) protection, one-to-one (1:1) protection and

one-for-N (N+1) protection [42]. In order to provision a route across multiple domains, the provi-

sioning process is sequentially conducted by the domains from the sources to the destinations. The

first domain has to offer the path with the availability of at least equal to the availability requested.

Then, the availability target is updated to the second domain and so on. For a sequential path provi-

sioning process associated with a target availability constraint, a proper end-to-end route must satisfy

the availability request for a call.
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2.2 Network Model

The inter-domain network model is defined as a directed graphG(V,L), whereV denotes the

set of nodes andL is the set of links in a network. Letki denote apath of domaini connecting

an ingress node to an egress node (referred to as the border node when the destination is outside

domaini). The set of links in pathki is referred to asL(ki) ⊂ L. Here,R is defined as the set of

routes for all possible origin-destination pairs in the network. Also, router is expressed as the set

of paths whereby a connection traverses from its origin to its destination. The route profile matrix

R = [Rr,l : r ∈ R, l ∈ L] is defined as the matrix of route-link indices, whereRr,l = 1 if link l is on

router; otherwise,Rr,l = 0.

Suppose that a call of types ∈ S, whereS is the set of call types, requests the end-to-end QoS

with required bandwidthbs and availabilityas for its connection. The termbandwidthrefers to the

effective bandwidth or equivalent capacity [38, 39]. That is, if every call is supported at its effective

bandwidth value, then all the packet-level QoS parameters (e.g. packet loss ratio, latency and jitter)

of that call can be guaranteed.

The termavailability refers to the probability that a route from its origin to destination is

operable. Every call must be supported by the route of which availability is at least equal to the

availability request of that call. In the path provisioning process, upon a new call arrival, the ISPs

must check whether the remaining capacity and availability of their paths satisfy the requested QoS

of the call. To define the remaining capacity and availability of pathki, for link l, let its capacity and

availability becl andA(l), respectively.

The remaining capacity of pathki depends on the number of ongoing connections in the links

of pathki. The system state is defined asn = [nr,s : r ∈ R, s ∈ S], wherenr,s is the number of

ongoing type-s connections on router. The remaining capacity of pathki, when the network is in

staten, is defined as

C(ki, n) = min
l∈L(ki)

[
cl −

∑

r∈R

Rr,l

∑

s∈S

bsnr,s

]
. (2.1)

The availability is measured in the steady state fromMTTF/(MTTF +MTTR) [41], where

MTTF is the mean time to failure andMTTR is the mean time to repair. Given the assumption of

independent link failure, the availability of pathki depends on only the availability of links in pathki

as

A(ki) =
∏

l∈L(ki)

A(l). (2.2)
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Suppose that an inter-domain connection set-up request passes through domains1, . . . , h se-

quentially, and that domaini assigns pathk∗
i to the request. Note that in this research the request is

processed through the call admission control (CAC) agent of each domain sequentially, i.e., without

the crank-back mechanism [43] or the QoS parameter renegotiation [44]. As a result, the connection

can be established successfully if all the following constraints are satisfied:

C(k∗
i , n) ≥ bs for i = 1, . . . , h, (2.3)

A(k∗
1) ≥ as, (2.4)

A(k∗
i ) ≥ as/

i−1∏

j=1

A(k∗
j ) for i = 2, . . . , h. (2.5)

Based on (2.3)–(2.5), the CAC constraints are updated for each domain and necessary target

values for the constraints must be forwarded from upstream domaini − 1 to downstream domaini.

Let bt
i,s andat

i,s be the target bandwidth and availability values that must be satisfied by domaini

for the establishment of a new type-s connection. Based on these sequentially updated target values,

(2.3)–(2.5) can be rewritten as

bt
i,s = bs for i = 1, . . . , h, (2.6)

at
1,s = as (2.7)

at
i,s = as/

i−1∏

j=1

A(kj), for i = 2, . . . , h. (2.8)

LetKi be the set of all possible paths in domaini. When the network is in staten, the set of

paths that can be provisioned to the type-s call arriving at domaini is then expressible as

K̃i(s, n) =
{
ki ∈ Ki : C(ki, n) ≥ bt

i,s, A(ki) ≥ at
i,s

}
. (2.9)

Note that the paths iñKi(s, n) change in accordance with the type of connection request and

the number of ongoing connections. A connection request is rejected ifK̃i(s, n) = ∅ for some

i ∈ {1, . . . , h}. In practice, no matter if the crank-back or QoS renegotiation is in place,at
i,s increases

with i and is always greater thanas for all i for inter-domain QoS provisioning because the availability

valuesas andA(ki) are always less than 1. The decision of a domain in assigning qualified paths to

a connection request directly affects the remaining possible paths that can be assigned in subsequent

domains.
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2.3 Conventional Path Provisioning Policies

This section considers three conventional policies of apportioning the end-to-end QoS respon-

sibility among transit networks, namely most-effort, least-effort and equal-distribution policies [13].

2.3.1 Most-Effort Policy: ME

In ME, an ISP always takes the highest responsibility for an availability request. The highest-

availability path that justifies both the capacity and availability constraints is chosen by mutual agree-

ment of each domain. Hence, with ME, the proper path selected by domaini for a connection request

of type-s, when the network is in staten, can be expressed mathematically as

k∗
i = arg max

ki∈K̃i(s,n)

A(ki). (2.10)

2.3.2 Least-Effort Policy: LE

In LE, in contrast to ME, an ISP may want to act upon the availability request in the opposite

way. In LE, the lowest-availability path that justifies both the capacity and availability constraints is

chosen by each domain. Mathematically, with LE, one can then write

k∗
i = arg min

ki∈K̃i(s,n)

A(ki). (2.11)

2.3.3 Equal-Distribution Policy: ED

For ME and LE, the relative responsibility in availability assignment is of higher burden to-

wards the upstream and downstream domains, respectively. This can cause an imbalance in QoS

apportioning, especially when the upstream or downstream domains cannot match their candidate

paths with the requested target values of availability. To alleviate such a problem, ED attempts to

allocate the level of responsibility equally among ISPs along the route. Suppose that there areh ISPs

or domains along the route. For ED, define

k∗
i = arg min

ki∈K̃i(s,n)

{
A(ki) : A(ki) ≥ aED

i,s

}
, (2.12)

where

aED
1,s = h

√
as (2.13)
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and, for i = 2, . . . , h,

aED
i,s = min





h
√

as,

(
as∏i−1

j=1 A(kj)

)1/(h−i+1)



 (2.14)

=

(
as∏i−1

j=1 A(kj)

)1/(h−i+1)

(2.15)

In (2.13) and (2.14), the termh
√

as is meant for ensuring that, in the worst case scenario, each domain

must try to maintain the assigned path availability such that the overall end-to-end availability of the

connection to be established can meet the requested target ofas. However, if the upstream domains

have already assigned their path availability, which is better thanh
√

as, then it should be possible that

the later domains can assign the path with smaller availability as long as its assignment does not result

in the accumulative burden of availability assignment, which is more difficult than the value agreed

by ED. This is expressed in the second term in themin operator of (2.14). Since the denominator
∏i−1

j=1 A(kj) of this second term is always less than 1, one can obtain (2.15).

2.4 Principle of Game Theory

Among the conflicts of interest and the highly competitive nature of telecommunications in-

dustry, game theory plays an important role in widely substantive telecommunication problems, e.g.,

resource sharing among wireless devices [45], call admission control for mobile multimedia commu-

nications [46], traffic flow control in wire network [47], [48] and the interconnection charge between

two domains [16]. Game theory is widely used to model such conflicts. In order to formulate the

problem of conflicts with a game theoretical framework, one needs to define the players of the game

and all the possible strategies for each player. Thus, the decision makers are mapped to the players,

and their possible actions are considered as their strategies. The game’s outcome or payoff refers

to the output after the actions are taken. In addition, game theory assumes that all the players are

rational and strive to maximize their outcome. Of course, the outcome might sometimes be difficult

to evaluate. Instead of a direct analysis via the game outcome, the outcome is usually transformed

into a utility which represents the players’ preference to their outcomes. For example, letä andb̈ be

the game outcomes of playeri when the player has applied strategiesÄ andB̈ to the game, respec-

tively. Assume that playeri prefers outcomëb to outcomëa or mathematically written as̈b ≻ ä, if

and only if, the utility of outcomëb is greater than the utility of outcomëa (ui(b̈) > ui(ä)). Hence,

with the utility transformation, the game can be analysed on mathematical basis. Since the outcomes

of a game depend on the strategic actions and reactions of all the players, such a game is called a
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strategic-game.

There are two types of strategic-games, i.e., “non-cooperative” and “cooperative” [49]. A

non-cooperative game is a game associated with a strong assumption of no pre-play communication

between players or no agreement in order to force each player to make a specific action. On the other

hands, a cooperative game allows all players to negotiate and make binding agreements. From the

nature of the inter-domain network problem, autonomous systems are often not willing to make a

binding agreement or share any internal information. Therefore, such a problem should be modelled

by a game in a non-cooperative manner. Moreover, the inter-domain problem can be seen as a non-

zero-sum non-cooperative game because it is not “a win-lose strategic game”. This game is that one

can lose while the others may not gain.

To analyse how other players would react to one player’s move, one needs take into account

all the possible reactions to future actions as far ahead as possible. One has to look as far into

the game as possible, and then, reason backward to figure out which action is best for each player

should select. Such a solution to a non-zero-sum non-cooperative game can be found by solving for

a Nash equilibrium. A finiten-person of non-zero-sum non-cooperative game is givenn-finite-pure-

strategy sets (X1,X2, . . . ,Xn). Defineuj(x1, . . . , xj−1, xj, xj+1, . . . , xn) as the utility of playerj

when the deployed pure-strategies of players arex1, . . . , xj−1, xj, xj+1, . . . , xn with xj ∈ Xj for

j = 1, 2, . . . , n [50]. A vector of pure strategy choices(x1, . . . , xj−1, xj , xj+1, . . . , xn) is said to be

a Nash equilibrium, if and only if, for allj = 1, 2, . . . , n and for allẍj ∈ Xj ,

uj(x1, . . . , xj−1, xj , xj+1, . . . , xn) ≥ uj(x1, . . . , xj−1, ẍj , xj+1, . . . , xn). (2.16)

By definition, the Nash equilibrium is a point where all the players play the game with their best

strategy against another. However, the pure-strategy Nash equilibrium may not exist in some games.

In fact, the players might learn to play the game by choosing the best pure-strategy against

other players’ actions. The best strategy might change in each turn if there is no pure-strategy Nash

equilibrium in the game. The accumulated number of times each strategy is chosen divided by the

total number of turns referring to the probability that the strategy should be used. In this case, a Nash

equilibrium is said to be mixed strategies. Suppose vectorXj = (1, 2, . . . ,mj) denotes the pure

strategies of playerj. Let Pj = (pj,1, pj,2, . . . , pj,mj
) be the probability vector of playerj for mj

strategies, wherepj,k ≥ 0 and
∑mj

k=1 pj,k = 1. Playerj can apply the probability vectorPj in a set of

mixed strategiesPj to react to other players. The average utility of playerj is given by [50]

Uj(P1, P2, . . . , Pn) =

m1∑

k1=1

m2∑

k2=1

· · ·
mn∑

kn=1

p1,k1
p2,k2

· · · pn,kn
uj(k1, k2, . . . , kn). (2.17)
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A vector of mixed strategies(P1, P2, . . . , Pn) with Pj ∈ Pj for j = 1, 2, . . . , n is said to be a Nash

equilibrium, if and only if, for allj = 1, 2, . . . , n, and for allP ∈ Pj ,

Uj(P1, P2, . . . , Pi−1, Pi, Pi+1 . . . , Pn) ≥ Uj(P1, P2, . . . , Pi−1, P, Pi+1, . . . , Pn). (2.18)

Thus, the vector of probabilities of all players which satisfies (2.18) is the best response to each other.

A Nash equilibrium can always be found by using a mixed-strategy approach [49].

2.5 Summary

This chapter provides the necessary background of this dissertation by drawing an attention to

the end-to-end QoS guarantee. Based on the basic technique of QoS support, the considered QoS

parameters include two common QoS parameters, namely, bandwidth and availability requests. The

approaches in this dissertation take into consideration the term bandwidth which refers to the effec-

tive bandwidth or equivalent capacity. With that amount of reserved bandwidth, each request can

be guaranteed its necessary QoS parameters on the packet level. The sections that follow present

the network model and describe the process of provisioning the end-to-end QoS in the inter-domain

networks. To approach the problem of this dissertation, the difficulty of the end-to-end QoS sup-

port in the inter-domain networks is pinpointed. This dissertation focusses on the conventional path

provisioning policies (ME, LE and ED) which are presented in detail here. The approach of this dis-

sertation concentrates on the problem of end-to-end QoS path provisioning for the non-cooperation

among multiple domains. Therefore, the principle of game theory is provided. Now that the necessary

background for understanding the end-to-end QoS path provisioning problem has been discussed, the

next chapter proposes the new scheme for handling this problem.



CHAPTER III

PROPOSED QOS PROVISIONING FRAMEWORK WITH

PATH-CLASSIFICATION SCHEME UNDER NASH EQUILIBRIUM:

PC-NASH

In practice, ISPs have several choices of proper paths for constructing an end-to-end QoS

connection together. These choices have a variety of QoS levels. Challenges arise when ISPs must

try to achieve their efficiency in resource usage and, at the same time, satisfactory QoS for the inter-

domain request. By the equity or net neutrality principle, a regulation is usually in place to prevent

an ISP from treating the traffic of the same type differently according to their originating domains

(e.g. from their own customers as well as from the other domains of competing ISPs). As a result,

if that principle is strictly implemented, then the suggested selection of paths for all traffic may need

to be done randomly, regardless of their ownership. In doing so, the overall efficiency of a network,

however, can be adversely affected.

This chapter proposes a QoS provisioning framework with the so-called Path-Classification

scheme under Nash equilibrium (PC-Nash) to help facilitate the trade-off between such equity treat-

ment as well as the resultant expected efficiency. The essence of PC-Nash is to partition the set of

all possible paths of each domain intopath groupsaccording to their QoS levels. Upon a connection

request, a path group with a proper QoS level is first chosen for the request, and the actual path to

be tried by the request is chosen uniformly randomly from all paths within that group. The effect of

random path selection is thus confined to how possible paths are grouped together.

PC-Nash is defined in three stages: (1) QoS provisioning with Path-Classification scheme, (2)

evaluation of QoS-level selection and (3) game-theoretical analysis of optimal QoS-level selection. In

the first stage (given in Subsection 3.1), all possible paths are sorted in ascending order by their path

availabilities, which are then quantised into QoS levels. In the second stage (given in Sections 3.2

and 3.3), the selected QoS levels are evaluated in terms of utility functions. In the third stage (given

in Sections 3.4 and 3.5), the optimal QoS level of path group selection is identified by using a non-

cooperative game theoretical framework.
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3.1 QoS Provisioning with Path-Classification Scheme

Suppose a type-s call traversesh domains, with the sequence of domains(1, . . . , h), and do-

main i adopts the Path-Classification scheme. After the upstream domainsj = 1, . . . , i − 1 have

assigned their paths, the bandwidth and availability targets for domaini are updated bybt
i,s andat

i,s,

respectively. The proposed QoS provisioning framework is comprised of three steps

Step 1: QoS Ranking: All the paths iñKi(s, n) are sorted in ascending order by using the logarithm

of their availability values fromminki∈K̃i(s,n) log(A(ki)) to maxki∈K̃i(s,n) log(A(ki)).

Step 2: Path Classification: Apply a linear quantisation to the QoS scale between the minimum and

maximum log availability values. For domaini, their paths inK̃i(s, n) are then classified into

Di path groups, each corresponding to the equally quantised QoS level.

Step 3: Path Selection: With a pre-specified QoS leveldi, this QoS provisioning framework allows

domaini to select any path from groupdi, wheredi ∈ {1, . . . ,Di} andDi is the highest QoS

level in domaini. Thus, let us denote the set of paths that can be assigned to a type-s call

with the QoS leveldi = 1, . . . ,Di of domaini when the network is in staten asΓi(s, n, di) ⊂
K̃i(s, n). The paths inΓi(s, n, di) will be randomly selected for a type-s call with probability

1/|Γi(s, n, di)|. Note that ifΓi(s, n, di) = ∅ andK̃i(s, n) 6= ∅, then domaini is allowed to

choose a path in the next lower level with maximum availability. This relaxation can decrease

the unnecessary call rejection. Note also that whichever QoS leveldi is selected, the assigned

paths always satisfy both the bandwidth and availability targets.

Figure 3.1 shows an example of this QoS provisioning framework with the Path-Classification

scheme wheñKi(s, n) = {1, 2, . . . , 7} andDi = 3.

The proposed QoS provisioning framework with the Path-Classification scheme can be consid-

ered as a general representation of all three existing path provisioning policies: ME, LE and ED. In

particular, our framework results in ME, LE and ED withdi being set toDi, 1 and a proper interme-

diate value between1 andDi, respectively. This generalised expression becomes exact at the limit

with a large number of QoS levels (Di →∞).

In practice, the Path-Classification scheme can usually be implemented independently by each

domain. ISPs adjust their selection to achieve their own objectives, such as maximum chance of call

success or least bandwidth consumption. In the long run, if ISPs can learn of the returned reward

upon the completion of their selections and try to adapt their QoS-level selection strategies rationally,
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Figure 3.1 Example of Path-Classification scheme:K̃i(s, n) = {1, 2, . . . , 7} andDi = 3

one may expect convergence to the best QoS provisioning solution. With PC-Nash, we allow such

adaptation to occur in the constrained environment of non-cooperative Nash equilibrium. To identify

the equilibrium, one needs first to find an efficient way of evaluating the long-run averages of perfor-

mance or utility values of interest. In this regard, an analytical model is herein proposed within the

loss network framework [51].

3.2 Evaluation of QoS-level Selection

3.2.1 Assumptions

• The network is modelled as a loss network [51] with alternative routing. The incoming call can

access any route that satisfies the QoS requirement and corresponds to the routing policy. If a

call request cannot be accepted because the corresponding route is not available, then the call

will be blocked.

• Poisson arrivals and exponentially distributed holding times are assumed for every origin-

destination pair. The mean call arrival rate and the mean call holding times do not depend

on the system state. This property can be useful in justifying the Markovian assumption in the

Continuous Time Markov Chain (CTMC) model. Hence, the number of calls in the system is

modelled by a stationary and ergodic Markov chain.

• The state space of possible network states is finite because every route has a finite capacity and

every call will be assigned a certain amount of bandwidth associated with its request.
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3.2.2 Loss Network Model of Proposed Framework with Path-Classification Scheme

Let vo andvt be the originating and terminating nodes for a call request inV. Thus, node

vo is in domain1 and nodevt is in domainh. Let the mean arrival rate and the mean holding

time of type-s calls from nodesvo to vt beλs(vo, vt) and1/µs(vo, vt), respectively. A state of the

Markov chain can be defined as the matrix of the number of calls from every type and on every route,

n = [nr,s : r ∈ R, s ∈ S]. The state space, which represents the states in which the reserved

bandwidth in every link is not greater than the link capacity, is denoted as

Ω =
{

n : RT nb ≤ C
}

, (3.1)

where column vectorsb = [bs : s ∈ S] andC = [cl : l ∈ L].

Assume that all domains along the end-to-end connection implement the proposed QoS provi-

sioning framework with the Path-Classification scheme and domaini selects QoS leveldi. At state

n, domaini classifies its paths iñKi(s, n) into Di groups. With selecteddi, pathk∗
i ∈ Γi(s, n, di),

which satisfies the QoS request of type-s calls, will be randomly selected with the probability

Pk∗

i
(s, n, di) =





1/|Γi(s, n, di)|, k∗

i ∈ Γi(s, n, di)

0, otherwise,
(3.2)

whereΓi(s, n, di) 6= ∅. Note that ifΓi(s, n, di) = ∅ andK̃i(s, n) 6= ∅, then domaini selects pathk∗
i

in the next lower QoS level with maximum availability with probability 1.

Note that although the paths iñKi(s, n) andΓi(s, n, di) depend on the selected paths along the

upstream domains (j = 1, . . . , i− 1), the events in which a path inΓi(s, n, di) is selected and a path

in Γj(s, n, dj) is selected are independent due to the randomisation principle of path selection within

the selected path groups. As a result, given(s, n, dj for all j’s), the probability that pathsk∗
1, . . . , k

∗
i

are selected is equal to
i∏

j=1

Pk∗

j
(s, n, dj). (3.3)

Consequently, the probability that router∗ = {k∗
1 , . . . , k

∗
h} will be selected for type-s calls arriving

at staten is expressible as

Pr∗(s, n, d) =

h∏

i=1

Pk∗

i
(s, n, di), (3.4)

whered = (d1, . . . , dh).

Let er,s be the unit matrix with a 1 in ther-th row ands-th column. If router∗ is assigned

for the incoming call of type-s from origin-destination pair(vo, vt) at staten, the state transition rate
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from n to n + er∗,s is obtained from

Pr∗(s, n, d)λs(vo, vt), (3.5)

wheren, n + er∗,s ∈ Ω. For the outgoing (completed) calls of type-s from origin-destination pair

(vo, vt) on router∗ at staten, the state transition rate fromn to n− er∗,s is obtained from

nr∗,sµs(vo, vt), (3.6)

wherenr∗,s is the number of ongoing type-s connections on router∗ andn, n− er∗,s ∈ Ω.

With the transition rates from (3.5) and (3.6), the steady-state probabilityπ(n) associated

with the implemented policy can be found by solving the normalisation condition and global-balance

equations of the resultant Markov chain. Define the set of blocking states of type-s call for origin-

destination pair(vo, vt) as

ΩB(s, vo, vt) = {n ∈ Ω : n + er,s /∈ Ω,∀r ∈ R(vo, vt)} . (3.7)

whereR(vo, vt) ⊂ R is the set of possible routes for origin-destination pair(vo, vt).

Then, the acceptance probability of type-s calls in domaini for origin-destination pair(vo, vt)

can be calculated as follows:

Ai,s(vo, vt) = 1−
∑

n∈ΩB(s,vo,vt)

π(n). (3.8)

The mean number of accepted type-s calls in domaini can be computed from

σi,s =
∑

vo,vt

Ai,s(vo, vt)λs(vo, vt)/µs(vo, vt). (3.9)

And the call-level mean bandwidth usage of domaini at its point of interconnection is given by

wi =
∑

s,vo,vt

Ai,s(vo, vt)bsλs(vo, vt)/µs(vo, vt). (3.10)

3.2.3 Loss Network Model of ME, LE and ED Policies

For completeness, this subsection extends the loss network model to analyse the ME, LE and

ED policies since their original formulation appear only with a computer simulation model [13].

The method to construct corresponding Markov chains for these three policies is the same as in

Subsection 3.2.2. The only difference is that (3.2) must be modified in accordance with each policy.

For ME, LE and ED, parameterdi in Pk∗

i
(s, n, di) of (3.2) can be omitted. Similarly, parameterd in

Pr∗(s, n, d) of (3.4) can also be omitted. Then,Pk∗

i
(s, n, di) andPr∗(s, n, d) can be rewritten here as

Pk∗

i
(s, n) andPr∗(s, n), respectively.
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• With all domains implementing ME, all ISPs select the path according to (2.10). Thus, (3.2) is

replaced by

Pk∗

i
(s, n) =






1, k∗
i = arg max

ki∈K̃i(s,n)

A(ki)

0, otherwise.

(3.11)

• With all domains implementing LE, the paths are selected according to (2.11). Thus, (3.2) is

replaced by

Pk∗

i
(s, n) =






1, k∗
i = arg min

ki∈K̃i(s,n)

A(ki)

0, otherwise.

(3.12)

• With all domains implementing ED, define the set of paths that satisfy ED policy as

K̃ED
i (s, n) =

{
ki ∈ K̃i(s, n) : A(ki) ≥ aED

i,s

}
. (3.13)

Thus, (3.2) is replaced by

Pk∗

i
(s, n) =






1, k∗
i = arg min

ki∈K̃ED
i (s,n)

A(ki)

0, otherwise.

(3.14)

Finally, for ME, LE and ED, (3.4) can be replaced by

Pr∗(s, n) =
h∏

i=1

Pk∗

i
(s, n). (3.15)

The transition rates of the Markov chains for ME, LE and ED are the same as (3.5) withPr∗,s(s, n, d)

being replaced byPr∗,s(s, n) and (3.6). Performance of ME, LE and ED can be evaluated from (3.8)–

(3.10).

Note that the performance of ME, LE and ED can be directly obtained, while the performance

of PC-Nash needs to be further searched in the utility space for Nash equilibrium. The utility defini-

tion and resultant game-theoretical analysis of the optimal QoS level is described in Sections 3.3–3.5.

3.3 Utility Function

This chapter has adopted the utility functions to express ISP profits and costs from the business

models proposed by [13]. There are two types of business models at the point of interconnection, (1)

peer and (2) customer-provider.

Peer modelis used for adjacent ISPs that have agreed to trade their traffic flows equally. Hence,

there is no exchange of payment between the ISPs. Therefore, only the cost of reserved bandwidth is
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reflected in the peer utility function. The utility value of domaini is

ui = −βiwi, (3.16)

wherewi is the mean bandwidth usage of domaini and each bandwidth unit costsβi monetary units.

Customer-provider modelsrepresent the fee-charging agreement by adjacent domains for ex-

changing traffic flows. There are two models: (1) retail service and (2) wholesale service. In the retail

service model, providers charge their customers in accordance with the requested type of service. For

example, ISPs may charge on the basis of guaranteed availability. The utility function of the retail

service model is

ui =
∑

s∈S

gi(as)σi,s − βiwi, (3.17)

whereσi,s is the mean number of accepted type-s calls in domaini and gi(as) is the revenue in

monetary units per call, which depends on the availability requestas. In the wholesale service model,

customers are charged at the same price regardless of the guaranteed availability. Thus, the utility

function is similar to that for retail service except for the revenue term. For the wholesale service

model [13], the charge per connection is the same for all call types, i.e.,gi(as) can be set to a constant

that is not dependent ons.

3.4 Non-Cooperative Game in PC-Nash

In PC-Nash, a non-cooperative game is proposed for determining an optimal QoS level. The

action of choosing the preferred QoS-leveldi for each domaini is defined as the game strategy of

playeri (referring to domaini). Each game player tries to maximise its own utility values based on

the business models at its corresponding point of interconnections.

Given the nature of interactions between ISPs, an ISP can learn from the actions of other

ISPs and adjust its strategy accordingly. This behavior is mapped to sequential actions and reac-

tions between players. Strategies with appropriate probabilities are eventually selected. This type of

probabilistic selection is called a mixed strategy (see [49]).

For this game formulation, letui(d) denote the utility of domaini, given the QoS-level setting

by all domains ind. Recall that domaini classifies the paths intoDi groups. The strategy space

of domaini is defined to cover all possible path categories. QoS-leveldi, wheredi = 1, . . . ,Di, is

denoted as strategies of domaini. All possible combinations of strategies are then
∏

∀i Di. Domaini

assigns the probabilitypdi
to strategydi. Define the probability

P(d) =
∏

j

pdj
.
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The expected utility for domaini is then obtainable from

E[Ui] =
∑

∀d

P(d)ui(d), (3.18)

for all [pdi
: di ∈ {1 . . . ,Di}] for all i’s. Suppose that the expected utilityE[U∗

i ] can be obtained

by applying probability vectors[p∗di
: di ∈ {1 . . . ,Di}] for all i’s into (3.18). A mixed-strategy

profile
(
[p∗di

: di ∈ {1 . . . ,Di}],∀i
)

is a Nash equilibrium if, and only if,E[U∗
i ] ≥ E[Ui] for [pdi

:

di ∈ {1, . . . ,Di}] for all i’s. The optimal point obtained by arriving at a Nash equilibrium in a

mixed-strategy game can be used to represent the performance of PC-Nash.

3.5 Algorithm for Finding PC-Nash Performance

It is well known that there is a Nash equilibrium for this mixed-strategy game [49]. To find a

Nash equilibrium, we have adopted a stochastic learning algorithm, called the method of successive

averages (MSA) [52]. The essence of MSA is to emulate the learning behavior of game players in

searching for their best expected utilities. The MSA algorithm can be summarised in the following

steps.

Step 0: Initialise probabilitypdi
to 1/Di for all i’s and set the current iteration numbern to 1.

Step 1: Let each domaini = 1, . . . , h take turns in updating its strategy selection probability as

follows. For a domaini, select the strategŷdi that maximises the average utility of domaini:

d̂i = arg max
d̃i∈{1,...,Di}





∑

∀d:di=d̃i

P(d)ui(d)




 . (3.19)

Setηdi
to 1 if strategydi is selected (di = d̂i); otherwise, set it to 0. Then, update the probability

of domain strategy:pdi
← (1/n)ηdi

+ (1− (1/n))pdi
for all di ∈ {1, . . . ,Di}.

Step 2: Update iteration numbern ← n + 1 and return to Step 1 unless utilitiesE[Ui] of all i’s

converge.

If (3.19) in Step 1 gives multiple solutions, then the corresponding strategies are here randomly

selected in a uniform manner. The Nash equilibrium is found at the end of this process. The obtained

probability vectors,[p∗di
: di ∈ {1, . . . ,Di}] for all i’s, represent the optimal probabilities of the

strategies as recommended for individual domains in this proposed PC-Nash framework.
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For practical implementation of PC-Nash, the call admission and routing decisions can be made

in real-time because the decision maker at each domain can immediately assign a proper path (that

satisfies the QoS criteria) within the domain to incoming calls according to the pre-chosen QoS level.

Or if no such path is available, then the incoming call can be immediately rejected. In a longer time

scale, based on the collective information of reward or penalty obtained from individual call admission

and routing decisions, each domain then adjusts its proper QoS level by a stochastic learning process

e.g. MSA.

Therefore, the optimal operating point of PC-Nash can be promptly used at the convergence

time. The proof in [53] shows that the solution by MSA always converges to a certain point, which

is an equilibrium point. The convergence time of Nash equilibrium depends on the size of strategy

space—related to the number of domains and QoS levels of each domain. The convergence time of

Nash equilibrium in the worst case is considered as in the order of polynomial time of the number

of domains and strategies [54, 55]. However, the convergence speed can be improved by adjusting

the step size (1/n) of MSA following the suggestion in [53]. Based on numerical results in this

paper, MSA has been found to converge quickly within 10 iterations because the size of the strategy

space for inter-domain networks is usually not very large. PC-Nash, therefore, can be applied for

time-sensitive applications without any effect on routing decision delay.

Since PC-Nash is employed for end-to-end QoS path provisioning in inter-domain networks,

the approach is intended to be scalable to the network dimension of individual domain as well as to

the number of domains along the route. Instead of dealing with hugely detailed routing information

when the network size is large, the router can take the advantage of aggregated routing information

readily provided by the proposed path classification framework. As a result, the necessary signalling

information for path selection of each domain only marginally grows with the number of QoS levels.

In addition, PC-Nash does not require any additional TE signallings to be forwarded over the whole

route of inter-domain networks. Only local information is sufficient for each domain running PC-

Nash to perform the long-run QoS-level adjustment. For this reason, PC-Nash can be separately

implemented by individual domains and its implementation is readily scalable.



CHAPTER IV

EFFECTIVENESS OF PATH PROVISIONING POLICIES

This chapter starts with the mathematical verification of the proposed loss network model.

The experimental verification presents the accuracy of the proposed loss network model applied for

three conventional policies (ME, LE and ED) and the newly proposed policy (PC-Nash). For the

comparison of simulation and exact analysis results, the exact analysis is based on the proposed

loss network model. The performance of all policies are investigated in the case studies of two-

concatenated domains in order to provide insightful applicability of those policies. To achieve the

purpose of performance evaluation, the effectiveness of PC-Nash is evaluated by comparing with ME,

LE and ED. Two topologies have been used: the concatenation of two identical network topologies

and the concatenation of two different network topologies. The investigation considers both inter-

domain networks without and with an interconnecting link between the two domains. The summary of

our finding in each experiment is provided with possible insights for practical inter-domain networks

and the suggestion for further analyse in the next chapter.

4.1 Accuracy Evaluation of the Proposed Loss Network Model

The goal of this section is to verify the correctness of the proposed mathematical model in

Chapter 3. The proposed loss network model applied for ME, LE, ED and PC-Nash is first verified

by a discrete-event simulation model in this section. To confirm the accuracy and applicability of

the proposed loss network model, the experiments have been set in various network topologies and

network characteristics. The important finding here is the accuracy confirmation of the proposed loss

network model, which is used in the latter experiments.

4.1.1 Experimental Setting

Figure 6.11 illustrates the inter-domain networks of the same path quality (a) and of different

path qualities (b). The topologies’ profiles are presented in Tables 4.1 and 4.2. The experiments

have been conducted on the topologies shown in Figure 6.11. For all experiments, let every call

route from one origin-destination pair with independent Poisson call arrivals and exponentially dis-

tributed call holding times. The investigation considers multiple call types of which the constraints
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(a) Topology 1 (concatenation of two identical network topologies), where label of linkl ∈ {1, . . . , 12}.

(b) Topology 2 (concatenation of two different network topologies), where label of linkl ∈ {1, . . . , 11}.

Figure 4.1 Network topologies

and load proportion are listed in Table 4.3. All simulation results presented in Section 4.1.2 have

been obtained with 95% confidence intervals from 10 independent runs per point. The simulated

time for each run has been set to 720 time units. The simulation program has been developed in

MATLAB R© and run on the computer cluster consisting of 3 computing nodes each with core-2-quad

2.0 GHz XeonTMprocessors and 4-GByte memory.

Table 4.1 Network profile of topology 1

Link (l) 1, 5, 7, 11 6, 12 2, 8 3, 4, 9, 10

A(l) 0.99999 0.99992 0.9999 0.999

cl
1 1 1 1

(Gbps)
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Table 4.2 Network profile of topology 2

Link (l) 1, 2 3, 4 5 6, 7

A(l) 0.9999 0.9998 0.9995 0.9999

cl (Gbps) 3 1 1 2

Link (l) 8 9 10 11

A(l) 0.9998 0.9992 0.999 0.998

cl (Gbps) 2 1 1 2

Table 4.3 Traffic types in inter-domain networks

Topology Type (s) bs as

Load

Proportion

1
1 500 Mbps 0.9998 50%

2 500 Mbps 0.9980 50%

2
1 500 Mbps 0.9986 50%

2 500 Mbps 0.9977 50%

4.1.2 Results

Let A
mth
i,s andA

sim
i,s be the acceptance probability of type-s call in domaini obtained from

mathematical analysis and the corresponding average obtained from simulation, respectively. The

percentage relative error ofA
sim
i,s with respect toAmth

i,s is defined asε (%) = |Asim
i,s −A

mth
i,s |/A

mth
i,s ×

100%. We have examined the accuracy and the applicability of the proposed loss network model by

comparing it with experimental cases (with reported examples from topology 1 in Tables 4.4 and 4.5).

Table 4.4 shows the maximum percentage relative errorε (%) of acceptance probability for type-1

calls as approximately0.8% and Table 4.5 shows the maximum percentage relative errorε (%) for

the type-2 calls as approximately0.4%. These imply that the proposed loss network model returns

accurate acceptance probabilities of both type-1 and type-2 calls for all policies.

From the accuracy comparison of simulation and mathematical model based on topology 2,

the mathematical analysis is also in good agreement with the simulation. Because our derivation

is given by the CTMC being solved directly using the global balance equation (exact analysis), the
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comparisons turn out to be very close to the simulation results in all cases.

4.1.3 Implication of the Results

The conclusion of this section is that the accuracy of the mathematical model has been con-

firmed by comparing its results with the corresponding discrete-event simulations. Based on this

confirmation, the results obtained from the the proposed loss network model are good enough to

evaluate the system performance in the other cases. Hence, the experiments here are based on the

proposed loss network model only.
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Table 4.4: Accuracy comparison of simulation and mathematical model based on blocking probability

of domain1: topology 1, traffic type 1,a1 = 0.9998, b1 = 500 Mbps. Note: PC-Nash of peer service

model refers to(d1 = 1, d2 = 1) and PC-Nash of retail and wholesale service models refer to

(d1 = 7, d2 = 7)

Policy Ai,s(vo, vt)
λs(vo, vt)/µs(vo, vt): Erlangs

1.2000 2.0000 2.8000 3.6000

ME

A
mth
1,1 0.7534 0.6000 0.4922 0.4152

A
sim
1,1 0.7560 0.6011 0.4929 0.4161

ε(%) 0.3451 0.1833 0.1422 0.2168

LE

A
mth
1,1 0.8970 0.7825 0.6726 0.5790

A
sim
1,1 0.8986 0.7800 0.6679 0.5818

ε(%) 0.1784 0.3195 0.6988 0.4836

ED

A
mth
1,1 0.8840 0.7567 0.6399 0.5439

A
sim
1,1 0.8897 0.7614 0.6419 0.5434

ε(%) 0.6448 0.6211 0.3125 0.0919

PC-Nash A
mth
1,1 0.9141 0.7986 0.6843 0.5868

d1 =1 A
sim
1,1 0.9178 0.7960 0.6844 0.5903

d2 =1 ε(%) 0.4048 0.3256 0.0146 0.5965

PC-Nash A
mth
1,1 0.7534 0.6000 0.4922 0.4152

d1 =7 A
sim
1,1 0.7503 0.5951 0.4949 0.4129

d2 =7 ε(%) 0.4115 0.8167 0.5486 0.5539



33

Table 4.5: Accuracy comparison between simulation and mathematical model based on blocking

probability of domain1: topology 1, traffic type 2,a2 = 0.9980, b2 = 500 Mbps. Note: PC-Nash of

peer service model refers to(d1 = 1, d2 = 1) and PC-Nash of retail and wholesale service models

refer to(d1 = 7, d2 = 7)

Policy Ai,s(vo, vt)
λs(vo, vt)/µs(vo, vt): Erlangs

1.2000 2.0000 2.8000 3.6000

ME

A
mth
1,2 0.9911 0.9608 0.9115 0.8527

A
sim
1,2 0.9914 0.9613 0.9094 0.8512

ε(%) 0.0303 0.0520 0.2304 0.1759

LE

A
mth
1,2 0.9819 0.9325 0.8654 0.7955

A
sim
1,2 0.9805 0.9314 0.8638 0.7935

ε(%) 0.1426 0.1180 0.1849 0.2514

ED

A
mth
1,2 0.9827 0.9362 0.8733 0.8070

A
sim
1,2 0.9834 0.9384 0.8723 0.8064

ε(%) 0.0712 0.2350 0.1145 0.0743

PC-Nash A
mth
1,2 0.9809 0.9303 0.8628 0.7930

d1 =1 A
sim
1,2 0.9824 0.9297 0.8645 0.7892

d2 =1 ε(%) 0.1529 0.0645 0.1970 0.4792

PC-Nash A
mth
1,2 0.9911 0.9608 0.9115 0.8527

d1 =7 A
sim
1,2 0.9895 0.9613 0.9094 0.8492

d2 =7 ε(%) 0.1614 0.0520 0.2304 0.4105
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4.2 Performance Evaluation: Two Domains without an Interconnection Link

This section studies the performance of ME, LE, ED and PC-Nash when these policies are

applied to inter-domain networks with two concatenated domains without an interconnection link.

This topology setting refers to the sharing of an edge router between two connected domains. Alter-

natively, this case represents a scenario where the interconnection link between two edge routers of

two domains has a larger capacity than the total bandwidth required by the traffic across the domain

boundaries. This study concentrates only on the investigation of the effectiveness of the considered

policies implemented in the inter-domain network, regardless of the effect of a bottleneck by the

interconnection link.

4.2.1 Experimental Setting

The experimental setting in this section is the same as the setting in the experiments in Sec-

tion 4.1. The network topologies for testing are illustrated in Figure 6.11. The profiles of topologies

are presented in Tables 4.1 and 4.2. The experiments have been conducted on the topologies shown

in Figure 6.11. In the experiments, let every call route from one origin-destination pair with inde-

pendent Poisson call arrivals and exponentially distributed call holding times. The investigation take

into consideration multiple call types and their constraints and load proportion are listed in Table

4.3. The analytical results have been obtained by using a program developed in MATLABR© and

run on the computer cluster consisting of three computing nodes each with core-2-quad 2.0-GHz

XeonTMprocessors and a 4-GByte memory.

4.2.2 Results

This section presents the results obtained from the mathematical analysis with using the loss

network model. The investigation of the four policies is based on the inter-domain networks shown

in Figure 6.11 to study the effect of the path quality (in terms of availability value and path capacity)

in the two concatenated domains with a common point of interconnection. The multiple traffic types

with their constraints listed in Table 4.3 are taken into consideration. To see the effect of loading in

each topology, the experiments have been carried out with total offered load ranging from light to

oversaturated conditions. For the Path-Classification scheme,Di = 7 andDi = 3 for all the domains

in topologies 1 and 2, respectively. Consequently, there are 49 and 9 possible cases, which take a long

time to simulate, and therefore there is a need for analytical computation. The assigned numberDi is
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based on the distribution of the availability of the paths and is herein set so that ME, LE and ED are

at least distinguishable when being expressed in the Path-Classification parameter. The results have

been evaluated under three business models, peer, retail and wholesale.

Table 4.6 Optimal QoS level of PC-Nash for offered load (0.4–4 Erlangs)

Optimal QoS level

Utility function Topology 1 Topology 2

(Di = 7) (Di = 3)

Peer (d1 = 7, d2 = 7) (d1 = 1, d2 = 3)

Retail (d1 = 1, d2 = 1) (d1 = 3, d2 = 1)

Wholesale (d1 = 1, d2 = 1) (d1 = 3, d2 = 1)

Table 4.6 presents the optimal QoS levels of PC-Nash in accordance with the three utility

functions, peer, retail and wholesale. The optimal results referring to PC-Nash suggest that, in inter-

domain networks with the same path quality like that in topology 1, the maximum level of QoS

apportionment, i.e., PC-Nash at a setting ofd1 = 7 andd2 = 7, leads to the system performing well

for the peer service model. In contrast to the retail and wholesale service models, the minimum level

of QoS apportionment, i.e., PC-Nash using policyd1 = 1 andd2 = 1, leads to the system achieving

the highest utility. The reason for this is that whendi = 7 is applied, the highest availability route is

shared between the lowest and highest availability requests, but the two types of requests are separated

by using the other QoS level setting. This leads todi = 7 performing the lowest in bandwidth usage

and the lowest in the mean number of accepted calls. Thus, ISPs should apply the same policy, but

they do not need to try their best usingdi = 7 to obtain the most optimal profits.

When the network qualities are different (referring to topology 2), settingd1 = 1 andd2 = 3

is suitable for the peer service model while settingd1 = 3 andd2 = 1 is suitable for the retail and

wholesale service models. The optimal operating point suggests that, for the retail/wholesale service

models, an upstream domain (referring to the higher quality network or Domain 1 in Figure 4.1(b))

should implement a high QoS level apportionment, while a downstream domain (referring to the lower

quality network or Domain 2 in Figure 4.1(b)) should implement a low QoS level apportionment, and

vice versa for the peer service model. This is because a small domain has a very limited resource of

high availability links. The high availability request will be blocked if the upstream domain does not

support the path with the highest availability.

PC-Nash yields the highest utilities for all the tested cases because of its inherent optimal QoS
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level setting. Thus, the effectiveness of these three conventional policies have been quantified here in

terms of the utility-difference ratio

utility of PC-Nash− utility of policy
|utility of PC-Nash| × 100%. (4.1)

The effectiveness of these path-provisioning policies depends on the network topology and the

utility function. For the inter-domain networks with the same path quality (Figures 4.2–4.4), ME

performs the best with respect to the peer service model while it performs the worst with respect to

the retail and wholesale service models. In contrast, LE performs well with respect to the retail and

wholesale service models, but worst with respect to the peer service model. The reason is the same

as that for the settingdi = 7 anddi = 1 for PC-Nash, respectively.

For inter-domain networks with different path qualities (see Figures 4.5–4.7), ED performs the

best with respect to the peer service model, while it performs worst with respect to the retail service

model. Unlike the case of the same-path-quality network, ME is the best for the retail service model

while it is the worst for the wholesale service model. On the other hand, LE is the best for a wholesale

service model. The reason is that when ME is used, more calls with high availability request can be

accepted than when using LE or ED, while LE and ED maximise the total accepted calls regardless

of the call type. With ME, the ISPs can gain their utility from the high acceptance rate of the calls

with a high-availability request instead of from calls with a low-availability request. Consequently,

ME is the worst with respect to the wholesale service model because of less overall call acceptance.

It should be noted that, in the case of inter-domain networks with the same path quality, the

performance of conventional policies is quite close to that of PC-Nash. Therefore, the conventional

policies can be efficiently used for this case. However, the performance of the conventional policies

is significantly less than that of PC-Nash in inter-domain networks with different path qualities.

4.2.3 Implication of the Results

Based on the accuracy of the mathematical model that has been confirmed by comparing its

results with the corresponding discrete-event simulations in Section 4.1, in Section 4.2 the effective-

ness of the proposed policy has been investigated by comparing it with the conventional policies, i.e.,

ME, LE and ED, when two domain networks without interconnection link between domain. With the

utility functions of practical service models, ME and LE are found to provide comparable utilities to

PC-Nash with respect to the peer and retail/wholesale service models, respectively, for a network with

the same path quality. However, for networks with different path qualities, PC-Nash significantly out-

performs all the conventional policies. From this evidence, the PC-Nash is thus expected to be useful
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Figure 4.2: Results for inter-domain networks with same path quality (topology 1): Utility-Difference

ratio for peer service model based on utility of domain1 (u1 = u2): Di = 7 for i = 1, 2, and

ui = −βiwi, whereβi = 0.35 units per Mbps.

in QoS provisioning of practical inter-domain networks.



38

0.5 1 1.5 2 2.5 3 3.5 4
−5

0

5

10

15

20

25

Offered load: Erlangs

U
til

ity
−D

iff
er

en
ce

 r
at

io
 (

%
)

 

 

ME
LE
ED

Figure 4.3: Results for inter-domain networks with same path quality (topology 1): Utility-Difference

ratio for retail service model based on utility of domain1 (u1 = u2): Di = 7 for i = 1, 2, and

ui =
∑S

s=1 gi(as)σi,s − βiwi whereβi = 0.35 units per Mbps,gi(a1) = 1000 andgi(a2) = 1500

units per connection.
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Figure 4.4: Results for inter-domain networks with same path quality (topology 1): Utility-Difference

ratio for wholesale service model based on utility of domain1 (u1 = u2): Di = 7 for i = 1, 2, and

ui =
∑S

s=1 gi(as)σi,s − βiwi, whereβi = 0.35 units per Mbps andgi(a1) = gi(a2) = 1000 units

per connection.
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Figure 4.5: Results for inter-domain networks with differentpath qualities (topology 2): Utility-

Difference ratio for peer service model based on utility of domain1 (u1 = u2): Di = 3 for i = 1, 2,

andui = −βiwi, whereβi = 0.35 units per Mbps.
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Figure 4.6: Results for inter-domain networks with differentpath qualities (topology 2): Utility-

Difference ratio for retail service model based on utility of domain1 (u1 = u2): Di = 3 for i = 1, 2,

andui =
∑S

s=1 gi(as)σi,s−βiwi whereβi = 0.35 units per Mbps,gi(a1) = 1000 andgi(a2) = 1500

units per connection.
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Figure 4.7: Results for inter-domain networks with differentpath qualities (topology 2): Utility-

Difference ratio for wholesale service model based on utility of domain1 (u1 = u2): Di = 3 for i =

1, 2, andui =
∑S

s=1 gi(as)σi,s−βiwi, whereβi = 0.35 units per Mbps andgi(a1) = gi(a2) = 1000

units per connection.
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4.3 Performance Evaluation: Two Domains with an Interconnection Link

Typical inter-domain networks interconnect by joining their edge routers using interconnection

links. Due to the increasing amount of traffic across multiple domains, the capacity of the intercon-

nection link might be less than the amount of the maximum bandwidth simultaneously requested by

the traffic across a domain boundary. Once this occurs in the inter-domain networks, the limited

capacity of the inter-connection link might affect the effectiveness of the implemented policy. The

previous study in Section 4.2, nevertheless, does not consider the issue of bottleneck by an intercon-

nection link. Therefore, in this section, the effectiveness of the four policies is investigated on when

the capacity of the interconnection link is limited.

4.3.1 Effect of Interconnection Link Bottleneck

The analytical approach in this subsection is proposed for studying the effect of an intercon-

nection bottleneck in the inter-domain networks. The analysis is done based on the network with

multiple concatenated domains. A network model with multiple domains connected by interconnec-

tion links is taken into consideration. Let́L(vo, vt) denote the set of interconnection links connecting

a sequence of domain pairs from originvo to destinationvt. Given that each domain pair is connected

by a single interconnection link, the number of links ińL(vo, vt) is equal toh − 1, whereh is the

number of domains fromvo to vt. Interconnection linkli,j ∈ Ĺ(vo, vt) connects the edge routers of

domainsi andj. Assume link availabilityA(li,j) is equal to 1, so that the effect of the unavailability

of link li,j is omitted.

Definefli,j (s) as a flow value of the type-s calls from the edge router to another edge router

in domaini which is offered to linkli,j. The value of the flow can be obtained by using the max-

flow/min-cut theorem [56] with respect to the set of paths that can be provisioned to the type-s call

arriving at domaini, K̃i(s,n)|n=0. Note thatfli,j(s) = 0 if no path in domaini satisfies the availabil-

ity or bandwidth constraints of a type-s call. In the other words,fli,j(s) = 0 whenK̃i(s,n)|n=0 = ∅.
Let cli,j be the capacity of interconnection linkli,j. Link li,j can carry some traffic flows in which the

total amount does not exceed the link capacitycli,j .

Observe that interconnection linkli,j is considered a bottleneck, if

cli,j ≤ min
ĺ∈Ĺ(vo,vt)

{
cĺ

}
, (4.2)

and

cli,j ≤
{

min
s∈S

{
fli,j(s) : fli,j(s) > 0

}}
. (4.3)
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A call, which requests to route from an edge router of domaini and terminates outside the domain

i, is blocked and lost on interconnection linkli,j if the remaining capacity of linkli,j is less than its

bandwidth request, or if no a single path from edge-to-edge router meets its availability request. An

accepted call, therefore, depends on the remaining capacity of the interconnection link or the path

availability instead of the remaining capacity of any link inside the domain. With that regard, the

network model in this case can simply be analysed by using a single link model as proposed in [57].

Figure 4.8(a) illustrates an example of an inter-domain network with the interconnection bot-

tleneck. To analyse the performance of the network, the inter-domain network model is mapped to

a single link model as shown in Figure 4.8(b). Then, the traffic flows passing through linkl1,2 must

be the allowable traffic according to the implemented policy in every domain along the end-to-end

routes.

(a) Example of the inter-domain networks with interconnection links: leth = 3, Ĺ(vo, vt) = {l1,2, l2,3},

and supposel1,2 is a bottleneck.

(b) Single link model withm traffic types sharing linkl1,2, wherem ≤ |S|.

Figure 4.8: Example of mapping inter-domain network with the interconnection bottleneck to a single

link model.

Based on the same assumption of the call arrival discussed in Chapter 3, calls requesting from

origin nodevo to destination nodevt are Poisson streams at rateλs for all s ∈ S. The call holding
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times are distributed exponentially at a certain mean1/µs. The mean call arrivals and the mean call

holding times are independently and identically distributed and do not depend on the system state.

Since the network model is mapped to a single link model, the dimensions of router in the defined

staten = [nr,s : r ∈ R, s ∈ S] can be omitted. Thus, letn(li,j) = [ns(li,j) : s ∈ S] be the state of

link li,j, wherens(li,j) is the number of ongoing type-s calls in link li,j. The state space in (3.1) is

rewritten as

Ω =
{

n(li,j) : n(li,j)b ≤ clij

}
, (4.4)

where column vectorb = [bs : s ∈ S]. Thus, the set of blocking states for type-s calls between the

origin-destination pair(vo, vt) in (3.7) is redefined as

ΩB(s, vo, vt) = {n(li,j) ∈ Ω : n(li,j) + es /∈ Ω} , (4.5)

wherees is the unit vector with a1 in thesth column. To obtain the steady-state probabilityπ(n(li,j)),

one can directly solve the normalisation condition and global-balance equations of the resultant

Markov chain. Alternatively, the steady-state probabilityπ(n(li,j)) in this network system can be

simply calculated by using the product form solution (e.g. [57–59]);

π(n(li,j)) = G−1
∏

s∈S

[
[λs/µs]

ns(li,j)

ns(li,j)!

]
, (4.6)

where the normalisation constant is

G =
∑

n(li,j)∈Ω

∏

s∈S

[
[λs/µs]

ns(li,j)

ns(li,j)!

]
. (4.7)

Based on the obtained stead-state probability from (4.6), the performance of ME, LE, ED and PC-

Nash can be evaluated from (3.8)–(3.10).

According to this network model, a call is blocked because of an inadequate remaining capacity

of the interconnection link or no satisfied path(K̃i(s,n)|n=0 = ∅) with respect to the employed

policy. This leads to an interesting question for such a network model; that is, how many traffic

streams will be allowed to share the bottleneck linkli,j. This number of streams depends on the

policy used in each domain and the characteristics of the call types and the network topologies. Define

Sp ⊆ S as the set of call types which can be allowed to access linkli,j when policyp is employed

in the network, wherep ∈ {ME,LE,ED,PC−Nash} denotes the policy used in the inter-domain

networks. Hence, the number of traffic types allowed to access linkli,j is equal to|Sp|. According to

an end-to-end path provisioning process, the set of call types accessing linkli,j with respect to policy

p can be expressed as

Sp = {s ∈ S : K̃i(s,n)|n=0 6= ∅, for i = 1, . . . , h}. (4.8)
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On the basis of updating the constraint targets (at
i,s andbt

i,s) from upstream domain1 to downstream

domainh, (4.8) can be shortened to

Sp = {s ∈ S : K̃h(s,n)|n=0 6= ∅}. (4.9)

For convenience, we assume every link inL − Ĺ(vo, vt) has a capacity greater thancli,j ,

so that|Sp| depends on only the path availability. From (4.9),|Sp| depends on the possibility that

K̃h(s,n)|n=0 6= ∅. That is,s is in Sp if there is a path in domainh with an availability that is at least

equal toat
h,s. Then, ME, LE and ED must be taken into account. For LE, the assigned paths of the up-

stream domains push the burden of responsibility in an availability target to the downstream domains,

but this is not true for ME. For ED, the upper bound of availability targetaED
i,s is shifted up fromat

i,s

to min

{
h
√

as,

(
as

Qi−1

j=1
A(kj)

)1/(h−i+1)
}

(see (2.14)). In particular,aED
i,s is always≥ at

i,s. Therefore,

the downstream domains suffer less from their availability target. In comparison to ME, LE and ED,

the number of accessible call types of LE, ED and ME is ranked as|SLE | ≤ |SED| ≤ |SME | when

every domain along the end-to-end route has the same path quality. On the other hand, the number of

accessible call types for ED might be less than that of LE when some of the domains in the middle

of the end-to-end route have poor path qualities; that is|SED| ≤ |SLE | ≤ |SME |. The reasoning

behind this is since availability targetaED
i,s > at

i,s for 1 < i < h, domaini might suffer from the

necessary responsibility in the availability target of ED rather than relax due to the availability target

of LE. Although the upstream domains share a high level of responsibility for the availability target,

the middle domain still faces the difficulty of attaining its updated target. However, PC-Nash always

provides the highest performance associated with the considered utility function. When every domain

employs the highest QoS-level (setdi = Di for i, ..., h), |SPC−Nash| approaches to|SME|. Also, when

every domain employs the lowest QoS-level (setdi = 1 for i, ..., h) for every domain,|SPC−Nash|
approaches to|SLE |. Therefore, the results of PC-Nash correspond to those of ME for the retail and

wholesale service models, and its results are close to those of LE for the peer service model.

4.3.2 Experimental Setting

The objective of these experiments is to give some examples of the performance evaluation

based on the mapped single link model and to show the obtained results corresponding to the analysis.

The experiments are set similarly to the experiments described in Section 4.1, but an interconnection

link between the two domains is added into the topology. The network topologies for testing are

illustrated in Figure 4.9. The profiles of topologies are presented in Tables 4.7 and 4.8. For all the ex-

periments, let every call route from one origin-destination pair with independent Poisson call arrivals
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and exponentially distributed call holding times. From the analysis, the performance of this single

link model can be divided into two cases. The first case is that all call types are allowed to access the

bottleneck link, and the other is that some call types cannot be allowed to access the bottleneck link.

The investigation considers multiple call types of which the constraints and load proportion are listed

in Tables 4.3 and 4.9 for the first and the second cases, respectively. The analytical results have been

obtained by using the program developed in MATLABR© and run on the computer cluster consisting

of three computing nodes each with core-2-quad 2.0-GHz XeonTMprocessors and 4-GByte memory.

Table 4.7 Network profile of topology 1

Link (l) 1, 5, 7, 11 6, 12 2, 8 3, 4, 9, 10 13

A(l) 0.99999 0.99992 0.9999 0.999 1

cl
2 2 2 2 1

(Gbps)

Table 4.8 Network profile of topology 2

Link (l) 1, 2 3, 4 5 6, 7

A(l) 0.9999 0.9998 0.9993 0.9999

cl (Gbps) 4 2 2 3

Link (l) 8 9 10 11 12

A(l) 0.9998 0.9992 0.999 0.998 1

cl (Gbps) 3 2 2 3 1

Table 4.9 Traffic types in inter-domain networks

Topology Type (s) bs as

Load

Proportion

1
1 500 Mbps 0.99982 50%

2 500 Mbps 0.99800 50%

2
1 500 Mbps 0.9986 50%

2 500 Mbps 0.9977 50%
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(a) Topology 1: concatenation of two identical network topologies, where label of linkl ∈

{1, . . . , 13}.

(b) Topology 2: concatenation of two different network topologies, where label of linkl ∈

{1, . . . , 12}.

Figure 4.9 Network topologies for two concatenated domains with interconnection bottleneck link.

4.3.3 Results

Figure 4.10 presents the results from an experiment done on topology 1 (see Figure 4.9(a))

under the traffic characteristic listed in Table 4.3. As one expected, the performance of all the policies,

i.e. ME, LE, ED and PC-Nash is the same. This is due to the topology setting and the availability

requests. The availability of paths from the edge-to-edge routers are 0.99998, 0.99982, 0.99891 and

0.99889, while for the availability requestsa1 = 0.9998 anda2 = 0.998. For ME, the route with

the highest availability value is assigned to every call. Hence,SME = {1, 2}. For LE, in domain 1

the paths with availabilities of 0.99982 and 0.99891 are assigned to call types1 and2, respectively.

Then, the updated availability targetsat
2,1 ≈ 0.99998 andat

2,2 ≈ 0.9991. Note that there are paths in

domain 2 that satisfy the availability targets of both call types. For ED, the availability targets for call

types 1 and 2 areaED
i,1 ≈ 0.9999 andaED

i,2 ≈ 0.999. With the same results as with ME and LE, there

are some paths in domains 1 and 2 which satisfy both call types. With this experimental setting, the

performance of PC-Nash for the peer, retail and wholesale service models are also equal to the results

of ME, LE and ED. Consequently,|SME| = |SLE | = |SED| = |SPC−Nash| for this example.
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The other example has been tested on the same topology as that in Figure 4.10, but the call

characteristic has been changed. Based on the call characteristic in Table 4.9, the results of ME, ED

and PC-Nash are the same as shown in Figure 4.11, whereas the results of LE change as shown in

Figure 4.12. The reason is that when LE policy is deployed in the inter-domain networks, domain 1

always assigns path with availability0.99982 for a call which requestsa1 = 0.99982. This assigned

path of domain 1 causes domain 2 cannot find any path to support that call request. Nevertheless,

this situation dose not happen in ME and ED cases. Consequently,|SLE | < |SED| = |SME | for this

example.

Observe the results from topology 2 in Figure 4.9(b) when the call characteristic is set following

that listed in Table 4.9. In this example, the path quality in domain 1 is different from of that in

domain 2. The results of ME and ED are similar to the results in Figure 4.11, and the results of

LE are similar to the results in Figure 4.12. These experimental results draw the conclusion that

|SLE | < |SED| = |SME|. Note that, the analysis that|SED| might be less than|SLE |, but it cannot be

seen in the two-concatenated-domain cases. Further investigation will therefore be needed to study

cases in which the concatenated domains are greater than 2 domains (h > 2). In order to complete

the analysis results, let us provide the results of the three-domain cases in the next section.

Consider the effectiveness of all the path provisioning policies in terms of the utility-difference

ratio. Figures 4.13–4.15 represent the percentage of difference in the utilities of ME, LE and ED

compared to that of PC-Nash based on the three business models, namely the peer, retail and whole-

sale service models, respectively. Here the results of the first experiment are omitted because there

is no difference between all of the policies. Hence, these three figures are for the second and third

experiments, which show that the performance of LE is different from that in the other policies (i.e.,

ME, ED and PC-Nash). Figures 4.13–4.15 show the same trend in the difference of utility, which de-

creases by increasing the offered load. Not surprisingly, LE is similar to PC-Nash for the peer service

model, while ME and ED are close to PC-Nash for the retail and wholesale service models.

4.3.4 Implication of the Results

In this section, the effect of the interconnection bottleneck in the inter-domain is studied by the

analytical approach. The analysis is based on the concatenation of multiple domains in order to per-

form a generalized analysis. This analysis is confirmed by the experimental examples for two-domain

cases. This finding shows that using ME ensures that the performance is always well associated with

the resultant of the highest allowable call types (|SME |) compared to the results of LE and ED. The

examples have shown that in some settings the results from LE and ED are equal to that of ME. The
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Figure 4.10: Call blocking probability of call typess = {1, 2} for policies ME, LE, ED and PC-Nash

(for retail and wholesale service models) based on topology 1 in Figure 4.9(a) and load traffic setting

in Table 4.3.

performance of this policy is the highest, which is the same level as ME, because of the inherit opti-

mization by PC-Nash. Since the examples given in this section are limited based on the two-domain

network, the experimental results cannot perform perfectly due to the conclusion that sometimes

|SED| < |SLE |. To fulfill the confirmation of the analysis, the multiple concatenated domains will be

investigated in the next Chapter.
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Figure 4.11: Call blocking probability of call typess = {1, 2} for policies ME, ED and PC-Nash (for

retail and wholesale service models) based on topology 1 in Figure 4.9(a) and load traffic setting in

Table 4.9.
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Figure 4.12: Call blocking probability of call typess = {1, 2} for policies LE, ED and PC-Nash (for

retail and wholesale service models) based on topology 1 in Figure 4.9(a) and load traffic setting in

Table 4.9.
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Figure 4.13: Results for inter-domain networks with same pathquality (topology 1) and load traffic

setting in Table 4.9: Utility-Difference ratio for peer service model based on utility of domain1

(u1 = u2): Di = 7 for i = 1, 2, andui = −βiwi, whereβi = 0.35 units per Mbps.
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Figure 4.14: Results for inter-domain networks with same pathquality (topology 1) and load traffic

setting in Table 4.9: Utility-Difference ratio for retail service model based on utility of domain1

(u1 = u2): Di = 7 for i = 1, 2, andui =
∑S

s=1 gi(as)σi,s − βiwi whereβi = 0.35 units per Mbps,

gi(a1) = 1000 andgi(a2) = 1500 units per connection.
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Figure 4.15: Results for inter-domain networks with same pathquality (topology 1) and load traffic

setting in Table 4.9: Utility-Difference ratio for wholesale service model based on utility of domain1

(u1 = u2): Di = 7 for i = 1, 2, andui =
∑S

s=1 gi(as)σi,s − βiwi, whereβi = 0.35 units per Mbps

andgi(a1) = gi(a2) = 1000 units per connection.



CHAPTER V

HI ERARCHICAL NETWORKS

Today’s Internet structure composes many complex interactions between thousands of do-

mains. An individual domain administratively controled by a single ISP uses its own routing policy

to select a route for supporting an end-to-end QoS connection request. In practice, the routing policy

depends on the business relationships between the neighboring domains, which can be categorised

as customer-provider or peer relationships according to the hierarchical structure of the Internet [60].

The inter-domain levels based on the hierarchical structure refer to the network tiers of which the

top to bottom levels represent tier-1, tier-2 and tier-3, respectively [61]. The hierarchical structure

of inter-domain networks can basically be drawn like that shown in Figure 5.2. The hierarchical

structure is composed of three tiers of which definitions are given as follows [61]:

• Tier 1: ISPs which access to the global Internet routing table and have a huge network capacity.

As a result, Tier-1 ISPs do not borrow or buy network capacity from other ISPs.

• Tier 2: ISPs which have a smaller presence in telecommunication markets than Tier-1 ISPs and

may lease part or all of their network from a Tier-1 ISP.

• Tier 3: ISPs which purchase their transit from other ISPs (typically Tier-2 ISPs) to reach the

Internet.

The business relationships between two inter-domain networks on the same inter-domain level

and on the different inter-domain levels are classified as peer and customer-provider models, respec-

tively [62]. The top-level networks are considered as the providers who own large networks, while

smaller networks in the lower-level belong to their customers. A relationship between the same tier

level is peer-to-peer. In the peer relationship, most domains have a comparable network size as well as

a comparable amount of exchanged traffic demand. In a provider-customer relationship, the customer

is typically a smaller domain that pays a larger domain for access to the rest of the Internet.

Observe the numerical results shown in the previous sections (Sections 4.2 and 4.3), an opti-

mal operating point (corresponding to PC-Nash) depends on the relationship of the two connected

domains. An undeniable fact is that the relationship between the two domains has influence on how

much traffic is exchanged at the POI (point of interconnection) in the inter-domain networks, and also
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Figure 5.1 Internet hierarchy

Figure 5.2 Inter-domain hierarchical structure

depicts which QoS-level should be implemented in each domain. This section therefore investigates

the effectiveness of the path provisioning policies based on the business relationships with respect

to the hierarchical inter-domain networks. In order to observe the basic concept of a hierarchical

structure, the study here focuses on the interaction between two adjacent tiers as shown in Figure 5.2.
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According to the Internet hierarchy (Figure 5.1), some ISPs use a single homed network of

which the traffic can be routed to the neighbouring domain via only one exterior gateway. Multihomed

networks have recently replaced single homed networks in order for the ISPs to improve their network

reliability. In doing so, their traffic can route to at least two exterior gateways. Since two kinds of

networks may render a different performance of path provisioning policies, this section provides

fundamental studies for both single homed and multihomed networks.

5.1 Single Homed Network

Small customer domains may home their network to a single ISP to connect to the Internet.

They assign one of their routers to be an exterior gateway which connects it with a router in their

neighbour domain. Thus, this is the simplest case of an inter-domain routing policy setting when

the inter-domain traffic has to pass through only one gateway. Recommendation RFC 2270 [63] has

suggested the solution of a BGP configuration for a single homed network regarding the issue of

how to manage the routing table and its scalability. Although such a customer domain can easily

make a routing decision in order to communicate across domains, a pragmatic problem with a single

homed network is which policy provides the most effective end-to-end QoS routing. Consequently,

this section discusses on the effectiveness of the path provisioning policies in a single homed network

environment.

5.1.1 Experimental Setting

In a single homed network, the customer homes the network to an ISP. The experiment for

this study is based on the three-concatenated domains shown in Figure 5.3, where domains 1 and

3 singly home to domain 2. In this study, the observation has been done on the interconnection

bottleneck, where the links jointing between the exterior gateways are considered a bottleneck. The

performance of the path provisioning policies has been evaluated. The performance comparison has

been made with respect to the resultant performance of the four policies, i.e., ME, LE, ED, and PC-

Nash. The experiments have been done in MATLABr by using the proposed analytical method.

The independent Poisson call arrivals and exponentially distributed call-holding times are assumed

for every call type. The topology profile is presented in Table 5.1. Multiple call types are also

considered; the calls originated from nodev1 and terminated at nodev12, which is denoted as an

OD-pair (v1, v12). The characteristics of each call type are listed in Table 5.2. The total offered

load is varied to clarify the effect of the loading. The PC-Nash equilibria are obtained by setting
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D1 = D3 = 3 andD2 = 2 for the PC schemes. Thus, the performance of 18 cases(3× 2× 3 = 18)

must be tested to obtain a PC-Nash.

Figure 5.3: Network topology: concatenation of three identical network topologies with 21 links.

Note: the number on each link represents a link label.

Table 5.1 Network profile of topology for single homed network

Link (l) 1, 2, 12, 13 3, 4, 14, 16 5, 15 6, 7, 17, 18

A(l) 0.9999 0.9999 0.9999 0.9998

cl (Gbps) 4 2 2 3

Link (l) 8,19 9 10 11 20, 21

A(l) 0.9998 0.9992 0.9991 0.999 1

cl (Gbps) 3 2 2 3 1

Table 5.2 Traffic types in inter-domain networks

Topology Type (s) bs as

Load

proportion

2
1 500 Mbps 0.9986 50%

2 500 Mbps 0.9977 50%

5.1.2 Results of Single Homed Network

The experiment is tested under a scenario in which domains 1 and 3 have significantly higher

quality paths than domain 2. Figures 5.4 and 5.5 illustrate the call blocking probability of ME, LE,

ED and PC-Nash based on the single homed network environment, where domain 2 has poor path

qualities. These results show that the number of allowable call types of ME, LE and PC-Nash are
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equal to 2 (|SME | = |SLE | = |SPC−Nash| = 2), while the number of allowable call types of ED is equal

to 1 (|SED| = 1). The resultant performance of the implemented policies shows the confirmation of

the following statement as described in Section 4.3;|SED| ≤ |SLE | ≤ |SME | when some domains in

the middle of the end-to-end route have poor path qualities. The reason is that when the inter-domain

networks deploy the ED policy, the availability targetaED
i,s of the first domains might suffer from the

high level of responsibility in their availability targets. In contrast to ED, firstly domains deploying

LE relax with the lower level of responsibility in their availability targets than the last domains do.

For call type 1 in this experiment,aED
1,1 ≈ 0.9995 andaED

2,1 ≈ 0.9994 for ED, whereasat
1,1 ≈ 0.9986

andat
2,1 ≈ 0.9988 for LE. Therefore, the call type 1 cannot be accepted by ED, but it can be accepted

by LE.

Figures 5.6 and 5.7 present the utility-difference ratio of the retail and wholesale service mod-

els. As shown in these two figures, ME and LE provide their utilities on the same level as PC-Nash,

while ED provides a lower utility than ME, LE and PC-Nash. Note that the utility-difference ratio of

ED for the retail service model is higher than that for the wholesale service model.
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Figure 5.4: Results for inter-domain network with single homed environment: Call blocking proba-

bility of call typess = 1, 2 from ME, LE and PC-Nash(d1 = 3, d2 = 2, d3 = 3).
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Figure 5.5: Results for inter-domain network with single homed environment: Call blocking proba-

bility of call typess = 1, 2 from ED.

5.1.3 Implication of the Results

In this section, the effectiveness of the path provisioning policies has been investigated on a

single homed network environment. In order to fulfill the analytical conclusion in Section 4.3, the

experiment has been run for the case of three-concatenated domains with a interconnection bottleneck

link. As expected, the results show the confirmation of the analysis in Section 4.3 that|SED| ≤
|SLE | ≤ |SME | when some domains in the middle of the end-to-end route have poor path qualities.

Compared to PC-Nash in terms of the utility-difference ratio, of course, the utility based on the retail

service model provides a more significant difference than that based on the wholesale service model.
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Figure 5.6: Results for inter-domain network with single homed environment: Utility-Difference

ratio for retail service model based on utility of domain1 (u1 = u2): D1 = D3 = 3, D2 = 2 , and

ui =
∑S

s=1 gi(as)σi,s − βiwi whereβi = 0.35 units per Mbps,gi(a1) = 1000 andgi(a2) = 1500

units per connection.
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Figure 5.7: Results for inter-domain network with single homed environment: Utility-Difference ratio

for wholesale service model based on utility of domain1 (u1 = u2): D1 = D3 = 3,D2 = 2 and

ui =
∑S

s=1 gi(as)σi,s − βiwi, whereβi = 0.35 units per Mbps andgi(a1) = gi(a2) = 1000 units

per connection.
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5.2 Multihoming to a Single Domain

Typically, multihoming techniques are used by many autonomous systems, such as Tier-3 ISPs,

and small networks for businesses to connect to the Internet in order to increase their network relia-

bility [64]. A network is said to be multihomed if it has multiple external links (either to an ISP, or

to different ISPs). This section focuses on a multihomed network to a single ISP. There are several

techniques to control traffic across a domain boundary via multiple gateways. Basically, the adminis-

trator might set their traffic route to every gateway router in order to balance load. The other common

technique is for the traffic to be assigned to one gateway router and let the other gateway be a backup.

Recently, some studies have worked on evaluating and realising the benefits of multihoming [65]. The

most remarkable conclusion in this literature is that selecting the right gateways yields a performance

improvement. However, this work did not consider the provisioning path under the QoS constraints.

In this section, the study focuses on the effectiveness of the path provisioning policies (i.e., ME, LE,

ED and PC-Nash) in a multihomed environment to a single domain.

5.2.1 Experimental Setting

The investigation focuses on the effect of a multihomed network to a single domain. The ex-

periment for this case study is based on the three-concatenated domains with two exterior gateways

between the connected domains, as shown in Figure 5.8. The performance of the path provisioning

policies has been evaluated. The comparison have been made with respect to the resultant perfor-

mances of four policies, namely, ME, LE, ED, and PC-Nash. The experiments have been done in

MATLAB r by employing the proposed analytical method. The independent Poisson call arrivals and

exponentially distributed call-holding times are assumed for every call type. The topology profile

is presented in Table 5.3. Multiple call types are considered; the calls originated from nodev1 and

terminated at nodev12, which is denoted as an OD-pair(v1, v12). The characteristics of each call

type are listed in Table 5.4. The total offered load is varied to clarify the effect of the loading. The

PC-Nash equilibria are obtained by settingD1 = D3 = 5 andD2 = 2 for the PC schemes. Thus, the

performance of 50 cases(5× 2× 5 = 50) must be tested to obtain a PC-Nash.

5.2.2 Results of Multihoming to a Single Domain

Figures 5.9 and 5.10 illustrate the utility-difference ratio of ME, LE, and ED compared with

PC-Nash based on the retail and wholesale service models. The results of multihoming to a single



61

Figure 5.8: Network topology: concatenation of three identical network topologies with 18 links.

Note: number on each link represents the link label.

Table 5.3 Network topology profile for network topologies in Figure 5.8

Link (l) 1, 2, 10, 11 3, 12 4, 13 5, 14

A(l) 0.9999 0.9995 0.9997 0.9998

cl (Gbps) 2 2 2 2

Link (l) 6 7 8 9

A(l) 0.9999 0.9998 0.9997 0.9995

cl (Gbps) 2 2 2 2

Table 5.4 Call type characteristics

Call type (s) as bs Load proportion

1 0.9990 500 Mbps 40%

2 0.9990 300 Mbps 40%

3 0.9993 500 Mbps 10%

4 0.9993 300 Mbps 10%

domain network are different from that from a single homed network. That is, the performance of

ED is the best compared to ME and LE. Specifically, the utilities of ED are the closest to PC-Nash,

while the utilities of ME are slightly lower than that in ED and PC-Nash. This finding contradicts the

conclusion in the case of a single homed network because, in this case, ED can separate the different

call types to the different gateways. In contrast, ME allows every call type to share the same exterior

gateway. Therefore, ED can better balance the traffic between two exterior gateways than ME.

The utility-different ratio of LE is 100% because there is no accepted call. The reason behind
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Figure 5.9: Results of single homed network for concatenationof three identical networks: Utility-

Difference ratio for retail service model based on utility of domain1 (u1 = u2): D1 = D3 = 5,D2 =

2 for i = 1, 2, andui = −βiwi, whereβi = 0.35 units per Mbps.

this call rejection is that LE cannot provision the right set of paths with respect to this topological

setting. When deploying LE, domain 1 always selects the path with the availabilityA(l3) = 0.9995

for all requests(a1 = a2 = 0.999 anda3 = a4 = 0.9993). This selection lifts the burden of path

selection to domain 2. Domain 2 must select one in the set of paths which connects the exterior

gateway (nodev4). There are two paths (l8 andl9) for call types 1 and 2. When using LE, domain

2 must select linkl9, where availabilityA(l9) = 0.9995, for call types 1 and 2, while it cannot find

any path for call types 3 and 4. However, the path provisioning of domain 2 for call type 1 creates a

difficulty for domain 3, since it cannot find any path matching the availability request. Note that PC-

Nash can provide the highest utilities with respect to the retail and wholesale service models because

PC-Nash can match the right set of path selections for those gateways corresponding to the request

constraints.

5.2.3 Implication of the Results

This section discusses the investigation of the effectiveness of the path provisioning policies

(i.e., ME, LE, ED and PC-Nash) based on being multihomed to a single domain environment. Each

domain may face the difficulty of how to efficiently select the gateway router rather than select the
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Figure 5.10: Results of single homed network for concatenation of three identical networks: Utility-

Difference ratio for wholesale service model based on utility of domain1 (u1 = u2): D1 = D3 =

5,D2 = 2 for i = 1, 2, andui = −βiwi, whereβi = 0.35 units per Mbps.

best path to support a call request. The right set of paths selected corresponding to the requests can

help to more efficiently provide the appropriate network. The reported results based on the topolog-

ical setting in this experiment show that employing ED and ME can drive the system close to the

optimum operating point. On the other hand, LE pushes the burden to the latter domains suffering

from the availability target. Therefore, LE is not recommended for implementation to this kind of

network environment. In fact, the remark conclusion of this finding depends on the topological set-

ting. Nevertheless, PC-Nash is found by learning algorithm MSA which provides the optimal set of

path selections for all the requests.

5.3 Multihoming to Multiple Domains

A multihomed network is a currently used technique for connecting a network domain to mul-

tiple ISPs in order to improve the network reliability, redundancy and supplier diversity [64], while

this technique challenges researchers to consider the practical issues, such as the scalability and rout-

ing policy capability. To support the multihoming concept, some researches [65–68] have proposed

several solutions to make multihoming practical in the Internet protocol. For example, IPv4 multi-
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homing practices have been added to the Classless Inter Domain Routing (CIDR) architecture [66],

which assumes that the routing table entries can be aggregated upon a hierarchy of customers and ser-

vice providers. Many different schemes, e.g., [65, 69, 70], have been proposed for leveraging traffic

under the multihomed network environment, so that these schemes improve the efficiency in terms of

the network performance and revenue. Akella et al. [65] have quantified the benefits of multihoming

and shown that selecting the right set of providers yields the performance improvement. This work

motivated Liu and Xiao [70] to propose a load balancing mechanism that dynamically balances the

inbound traffic in multihomed networks. Focusing on the least cost routing, Wang [69] has proposed

an optimal algorithm for multihomed networks to achieve an optimal set of ISPs based on the ISPs’

charging models. These studies are the motivation for this dissertation on whether or not to consider

that the focused path provisioning policies (i.e., ME, LE, ED and PC-Nash) can efficiently leverage

traffic to multiple accesses when taking into account the business relationship models for hierarchi-

cal networks. To fulfill the investigation, the effectiveness of the path provisioning policies for an

end-to-end QoS support in multihomed to multiple domains is discussed in this section.

5.3.1 Experimental Setting

This section provides the results from our investigation on the most effective policies for use

in the multihoming environment. In the multihoming environment, each domain connects to two

domains in order to increase its network reliability. The experiment on the multihomed network is

based on the triangle network model as shown in Figure 5.11. The topology profile is presented in

Table 5.5. The business relationship of the two connected domains is denoted as in Figure 5.11;

customer-provider relationships are for domain 1 to domain 2 and domain 2 to domain 3, and a

peer relationship is for domain 1 to domain 3. Multiple call types are also considered; the calls

originated from nodev1 and terminated at nodev10, which is denoted as an OD-pair(v1, v10). The

characteristics of each call type are listed in Table 5.6. The independent Poisson call arrivals and

exponentially distributed call-holding times are assumed for every call type. The effect of loading has

been investigated by varying the total offered load. The performance of the path provisioning policies

have been evaluated and compared against the four policies, namely, ME, LE, ED, and PC-Nash.

Similar to that in the first case, we setD1 = D3 = 5 andD2 = 2 for the PC schemes. Consequently,

there are 50(5× 2× 5 = 50) testing cases in order to obtain a PC-Nash.
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Figure 5.11: Network topology: triangular identical networktopologies with 16 links. Note: the link

number represents the link label.

Table 5.5 Network topology profile for network topologies in Figure 5.11

Link (l) 1, 2, 7, 11, 12 3, 13 4, 14 5, 8, 15 9 6, 16, 10

A(l) 0.9999 0.9995 0.9997 0.9998 0.9996 1

cl (Gbps) 4 4 4 4 4 2

Table 5.6 Call type characteristics

Call type (s) as bs Load proportion

1 0.9990 500 Mbps 40%

2 0.9990 300 Mbps 40%

3 0.9996 500 Mbps 10%

4 0.9996 300 Mbps 10%

5.3.2 Results of Multihomed to Multiple Domains

Taking into consideration the topological structure with a multihomed to a single domain in

Section 5.2, the routing policy does not concern the difference in charge whereby the traffic passes
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to different gateways. Therefore, the optimal solution of the path provisioning policy only suggests

how to match the exterior gateways among domains. Unlike the aforementioned investigation in

Section 5.2, the routing to multiple gateways, which connect different domains, must take into con-

sideration the different charging models in order to optimise both the network performance and the

revenue.

The end-to-end QoS path provisioning based on an inter-domain network in Figure 5.11 can

be classified into two groups. The first group represents the paths which route from the origin to

the destination by passing through the transit domain (Figure 5.12). The second group represents

the paths which route from the origin to the destination without passing through the transit domain

(Figure 5.13). In this investigation, it is assumed that the interconnection links are the bottleneck

links. Based on this separation with respect to the interconnection link model, these two routing

groups can be mapped to two single link models as shown in Figures 5.12 and 5.13.

Figure 5.12 Topology mapping to a single link model for the routes passing through three domains.

Figure 5.14 presents the results of the call blocking probability for ME, LE, ED and PC-Nash:

(d1 = 5, d2 = 2, d3 = 1), . . . , (d1 = 5, d2 = 2, d3 = 5), while Figure 5.15 illustrates the results

of the call blocking probability for the path-classification scheme with the following QoS-levels:

(d1 = 2, d2 = 2, d3 = 1), . . . , (d1 = 2, d2 = 2, d3 = 5). Note that the QoS-level of domain 1 affects

how a call is routed. For example, when domain 1 deploys QoS-leveld = 5, every call type is routed

to domain 2, but call types 3 and 4 are blocked by domain 3. When domain 1 deploys QoS-leveld = 2,

call types 1 and 2 are routed to domain 2, whereas the call types 3 and 4 are directly routed to domain

3. In these cases, the performance of this topology does not depend on the QoS-level of domain 3.
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Figure 5.13 Topology mapping to a single model for the routes passing through two domains.

Therefore, these different policies, i.e.,(d1 = 2, d2 = 2, d3 = 1), . . . , (d1 = 2, d2 = 2, d3 = 5),

provide the same performance as shown in Figure 5.16. Likewise, deploying these policies, i.e.,

(d1 = 2, d2 = 2, d3 = 1), . . . , (d1 = 2, d2 = 2, d3 = 5), also provide the same performance as

shown in Figure 5.17.

When the inter-domain networks deploy ME and PC-Nash, there are two call types (i.e.,s = 1

ands = 2) which are allowed to access the interconnection linksl6 andl10 (see Figure 5.16). Based

on the customer-provider relationship model, the utility function of domains 1, 2 and 3 for ME and

PC-Nash is calculated by using

ui =
∑

s=1,2

gi(as)σi,s − βiwi, (5.1)

wherewi is obtained by using (3.10). That is

wi =
∑

s=1,2,vo,vt

Ai,s(vo, vt)bsλs(vo, vt)/µs(vo, vt). (5.2)

For LE and ED, there are two call types (i.e.,s = 1 ands = 2) which are allowed to access the

interconnection linkl16 (see Figure 5.18). Based on the peer relationship model, the utility function

of domain1 and 2 is calculated by

ui = −βiwi, (5.3)

wherewi can be calculated as (5.2). There are some QoS-levels, i.e.,(d1 = 2, d2 = 2, d3 = 1), (d1 =

2, d2 = 2, d3 = 2), . . . , (d1 = 2, d2 = 2, d3 = 5), which provide different performance from ME,

LE, ED and PC-Nash as shown in Figure 5.17. Call types 1 and 2 are assigned to pass the transit
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domain (domain 2) with respect to the customer-provider relationship, whereas the call types 3 and

4 are assigned to access domain 3 directly with respect to the peer relationship. Thus, the utility

function of domain 1 can be calculated by

ui =
∑

s=1,2

gi(as)σi,s − βiwi, (5.4)

wherewi is calculated by using

wi =
∑

s=1,2,3,4,vo,vt

Ai,s(vo, vt)bsλs(vo, vt)/µs(vo, vt). (5.5)

The results of the utility-difference ratio for domain 1 are shown in Figures 5.19 and 5.20. Note

that following (5.1) and (5.5), the difference between two utilities is only in the cost function, i.e.,

−βiwi. Consequently, the utility-difference ratio of ME and path-classification scheme with QoS-

levels(d1 = 2, d2 = 2, d3 = 2) comparing with PC-Nash with respect to the retail service model is

the same as that with respect to the wholesale service model .
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Figure 5.14: Result of the call blocking probability for ME, LE, ED and PC-Nash:(d1 = 5, d2 =

2, d3 = 1), . . . , (d1 = 5, d2 = 2, d3 = 5), whereD1 = D3 = 5 andD2 = 2.
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Figure 5.15: Result of call blocking probability for path-classification scheme with QoS-levels:(d1 =

2, d2 = 2, d3 = 1), . . . , (d1 = 2, d2 = 2, d3 = 5), whereD1 = D3 = 5 andD2 = 2.

Figure 5.16: Call types1 and 2 are routed in interconnection linkl6 and l10 when every domain

deploys ME and PC-Nash:(d1 = 5, d2 = 2, d3 = 1), . . . , (d1 = 5, d2 = 2, d3 = 5), where

D1 = D3 = 5 andD2 = 2.
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Figure 5.17: Result for path-classification scheme with QoS-levels: (d1 = 2, d2 = 2, d3 =

1), . . . , (d1 = 2, d2 = 2, d3 = 5), whereD1 = D3 = 5 andD2 = 2.

Figure 5.18: Call types1 and 2 are routed in interconnection linkl16 when every domain deploys LE

and ED.
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Figure 5.19: Results for inter-domain network with single homed environment: Utility-Difference

ratio for retail service model based on utility of domain1 (u1): D1 = D3 = 3, D2 = 2 , and

ui =
∑S

s=1 gi(as)σi,s − βiwi whereβi = 0.35 units per Mbps,gi(a1) = gi(a2) = 1000 and

gi(a3) = gi(a4) = 1500 units per connection.

5.3.3 Implication of the Results

This section focused on the multihomed to multiple domains environment. The effectiveness

of the considered policies, namely ME, LE, ED and PC-Nash have been tested on the three connected

domains with multihomed networks. The business relationship between two connected domains is

given following the Internet hierarchy: the customer-provider for the transit domain and a peer for

the non-transit domain. The reported results show that PC-Nash can provide the most benefit in terms

of utility value. In addition, ME can also provide the same performance as that of PC-Nash. On the

other hand, LE and ED provide the worst performance. The remarkable thing about the results is that

some of the QoS-level sets of the path-classification scheme provide the least call blocking probability

because these policies make the different call types route separately to the different exterior gateways.

Therefore, some call types do not share the capacity in the same route. If the network goal is to achieve

a high performance level, these policies are recommended for implementation in the multihomed

network environment. However, the utility of this setting is still less than that of ME and PC-Nash

because of the charging according to the business model amongst the three domains. The conclusion
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Figure 5.20: Results for inter-domain network with single homed environment: Utility-Difference

ratio for retail service model based on utility of domain1 (u1): D1 = D3 = 3, D2 = 2 , andui =
∑S

s=1 gi(as)σi,s−βiwi whereβi = 0.35 units per Mbps,gi(a1) = gi(a2) = gi(a3) = gi(a4) = 1000

units per connection.

based on these results is that PC-Nash or ME are a good possible routing policy for multihomed

networks, while LE and ED do not leverage traffic in this environment. Apart from this topology

setting, PC-Nash will also perform at a higher level performance and have a good revenue because of

its inherent optimisation.



CHAPTER VI

PC-NASH EXTENSION

While providing an end-to-end QoS service in inter-domain networks is considered throughout

this dissertation, one concern is the flexibility to adjust the proposed PC-Nash to several objectives.

This chapter outlines some of the issues that need to be considered in the real practice. One interesting

issues is that rational ISPs tend to behave selfish path provisioning. Although PC-Nash can provide

the necessary optimal path provisioning in terms of achieving the business model objectives (e.g.

peer, wholesale and retail), it cannot guarantee the optimality that can be obtained from cooperative

unselfish operating point. The other issue is that, in PC-Nash, classifying the path according to only

path availabilities may lead some paths to over utilisation, while this leaves other paths to under

utilisation. To improve the network utilisation, the traffic on the paths should be balanced. This

chapter, therefore, focuses on the investigation of PC-Nash extension to twofold problem: to cope

with the selfish ISP problem (see in Section 6.1) and to improve the network performance by using

load balancing (see in Section 6.2).

6.1 Selfish Behaviour Prevention

Focusing on the connection-oriented services based on MPLS/GMPLS in the inter-domain

network, the ISPs are facing with challenges of a twofold problem. First, the major problem is how

to provide an end-to-end QoS guarantee according to the subscribers’ requests in the inter-domain

network. Second, the end-to-end QoS cannot be done without coordination from multiple network

domains. Several previous researches have proposed schemes to deal with this need. For example,

adopting BGP at the edge routers is a typically useful technique to construct an end-to-end connection

across the multiple domains [71], [72]. The key idea of these works is to achieve the end-to-end QoS

services by extending BGP to include Traffic Engineering (TE) information across domain bound-

aries.

Besides the modified BGP approaches, several researches have investigated the path provision-

ing policies to overcome the problem of end-to-end QoS during a path establishment (e.g. [13–15]).

Three policies, i.e. least-effort, most-effort and equal-distribution policies, have been proposed in [13]

with the concept of minimum, maximum and equal responsibility in terms of path availability effort.
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With these policies, the ISPs do not necessarily require internal TE extension across domains. How-

ever, the freedom of policy selection is not held. Instead of forcing all domains to execute the same

path selection policy, the proposed idea of letting ISPs freely select a path according to their own

“path-classification” scheme has been proposed in Chapter 3. In practice, game-theoretical approach

drives the system to achieve the equilibrium point of which one drawback leads to selfishness by

using the utility function of three business models (i.e. peer, wholesale, retail models).

Observe that the selfish behavior cannot drive the system to satisfy the subscribers as well as

the other operators in the same inter-domain network [32], [73]. Therefore, another challenge to ISPs

is to prevent the impact of the other ISPs’ selfishness. There are several researches (e.g. [32], [73])

which adopt the concept of penalty to punish selfish operators. Consequently, a penalty function is

taken into account in this section.

The study here focuses on how to overcome the end-to-end QoS path provisioning problem in

a competitive network environment and to prevent selfish path provisioning. The path-classification

scheme is adopted to broaden the policy selection for the end-to-end QoS path provisioning. More-

over, the utility function is newly adjusted by adding a penalty term to prevent the selfishness. The

investigation relies on an equilibrium point of mixed strategies in the game theory. The optimal pol-

icy regarding three business models, i.e. peer, wholesale and retail, is evaluated. The comparison of

system performance among different policies have been investigated.

6.1.1 Proposed Penalty Function

Regarding the path-classification scheme, ISPs can use this scheme to help them provision their

traffic routes. The ISPs just select the preferred policydi ∈ {1, . . . ,Di} for routing management.

However, this scheme does not provide any mechanism to prevent occurrences of extremely selfish

policy selection. Consider the utility function proposed in Section 3.3, i.e., (3.17),

ui =
∑

s∈S

gi(as)σi,s − βiwi, (6.1)

wheregi(as) = 0 for peer service model,gi(as) is equal to positive revenue rate for wholesale service

model, andgi(as) depends on call types for retail service model. As realised from the results in [14],

setting the utility function according to only maximum network profit (referred to wholesale and retail

service models) and minimum network cost (referred to peer service model) cannot prevent the selfish

path provisioning. In other words, these results show that all operators prefer a path that minimises

its own bandwidth consumption and offers the least possible availability as its promised QoS during
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Figure 6.1 Penalty concept

a connection establishment at a burden of other ISPs that have not yet specified their promised QoS

constraints. Therefore, the idea of penalty function is introduced to prevent the selfishness.

End-to-end path establishment is generally constructed as a sequence of provided paths from

the origin to the destination. End-to-end path establishment may not succeed with its requested QoS

constraints if any previous domain provides very low availability path. If so, the remaining down-

stream domains cannot find any path satisfying their availability targets. This behavior of the upstream

domain is clarified here as aselfish path provisioning. Hence, the penalty function is defined in terms

of how much the regulator punishes the ISPs who selfishly provision their paths. The concept of

penalty is summarised in Figure 6.1. With this definition, the penalty function is mathematically

formulated as

Υi =
∑

s∈S

fi(s)γi(s) (6.2)

where penalty factorfi(s) represents penalised value per a type-s call of domaini andγi(s) be the

mean number of rejected type-s calls. Therefore, utility function in (6.1) is redefined as

ui =
∑

s∈S

gi(as)σi,s − βiwi −
∑

s∈S

fi(s)γi(s). (6.3)

The performance of the network by using this utility function is reported in [74]. The effec-

tiveness of selfishness prevention is evaluated in terms of how much total call blocking probability of

the system can be reduced. The reported results in [74] show that including the penalty term in the

utility function can force the system players (ISPs) to become less selfishness. However in practice,

the penalty term should be carefully chosen as to motivate all participants to act as the regulatory
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authority’s approval. The question left behind the definedselfish path provisioningis how to trace

back who behaves a selfish ISP in the inter-domain network. In the real telecommunication business

markets, the right of the regulator is quite limited, and it is impossible to ask for the log files of all

ISPs to trace one should be punished. The best that the regulator can do is to motivate all ISPs in the

inter-domain network trying to cooperate with each other. In doing so, the new penalty function of

selfishness punishment is redefined. Define the mean number of rejected type-s calls of domaini as

γi(s) =
∑

n∈ΩB(s,vo,vt)

π(n)λs(vo, vt)/µs(vo, vt). (6.4)

All domains found oneself a no-win situation when any domain behaves selfishness. This number

reflects the loss-loss situation. Thus, this penalty function will drive the optimum operating point into

unselfish behavior corresponding to their network environment.

6.1.2 Experimental Setting

A preliminary investigation of newly proposed utility function to prevent selfish path provi-

sioning in inter-domain networks has been done with two concatenated domains. In order to illustrate

the effectiveness of the proposed utility function, the results of PC-Nash are compared with those of

ME, LE and ED policies. The investigation includes the cases of peer, wholesale and retail service

models.

The experimental setting for this investigation is the same as the setting in the experiments

of Section 4.1. The network topologies for testing are re-illustrated in Figure 6.2. The topolo-

gies’ profiles are presented in Tables 6.1 and 6.2. For all experiments, let every call route from

one origin-destination pair with independent Poisson call arrivals and exponentially distributed call

holding times. The investigation considers multiple call types of which the constraints and load pro-

portion are listed in Table 6.3. The analytical results have been obtained by the program developed in

MATLAB R© and run on the computer cluster consisting of 3 computing nodes each with core-2-quad

2.0 GHz XeonTMprocessors and 4-GByte memory.

6.1.3 Results

This subsection presents the examples of preventing selfish path provisioning. The examples

have been tested via adopting the new utility function in (6.3). For quantification, the evaluation is

done via the rejected-call-difference ratio,

1

|S|
∑

s∈S

γi(s)− γ́i(s)

γ́i(s)
× 100%, (6.5)
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(a) Topology 1 (concatenation of two identical network topologies), where label of link

l ∈ {1, . . . , 12}.

(b) Topology 2 (concatenation of two different network topologies), where label of link

l ∈ {1, . . . , 11}.

Figure 6.2 Network topologies

Table 6.1 Network profile of topology 1

Link (l) 1, 5, 7, 11 6, 12 2, 8 3, 4, 9, 10

A(l) 0.99999 0.99992 0.9999 0.999

cl
1 1 1 1

(Gbps)

where|S| is a number of call types, andγi(s) and γ́i(s) are the mean numbers of rejected type-s calls

from PC-Nash without the penalty function and PC-Nash with the penalty function, respectively.

Figure 6.3 illustrates the rejected-call-difference ratio for peer, wholesale and retail service

models in the case of the inter-domain networks with the same path quality. The comparison between

PC-Nash without the penalty function and PC-Nash with the penalty function shows that the penalty

function can reduce the mean rejected calls in the case of peer service model, but not in the case of

retail and wholesale service models. The reason is that, for peer service model, PC-Nash without the

penalty function minimises the network cost by minimising accepted calls, while PC-Nash with the
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Table 6.2 Network profile of topology 2

Link (l) 1, 2 3, 4 5 6, 7

A(l) 0.9999 0.9998 0.9995 0.9999

cl (Gbps) 3 1 1 2

Link (l) 8 9 10 11

A(l) 0.9998 0.9992 0.999 0.998

cl (Gbps) 2 1 1 2

Table 6.3 Traffic types in inter-domain networks

Topology Type (s) bs as

load

proportion

1
1 500 Mbps 0.9998 50%

2 500 Mbps 0.9980 50%

2
1 500 Mbps 0.9986 50%

2 500 Mbps 0.9977 50%

penalty function optimises between the penalty cost by reducing rejected calls and the network cost

by reducing accepted calls. Therefore, these two policies approach to the different optimal operating

points, where PC-Nash with the penalty function can reduce rejected call from PC-Nash without

the penalty function. In contrast, based on wholesale and retial service models, PC-Nash with and

without the penalty function maximise the revenue by increasing accepted calls. Thus, adding the

penalty term for these two business models does not affect the optimal operating point.

Additionally, the highest difference is found in light load and the difference declines by more

load of peer service model. This is because, in the light load, there are some policies setting that let

network accept more calls to minimise the penalty term. However, no policy setting can increase the

accepted calls in heavy load. Observe that including the penalty term in the utility function of peer

service model can force the system to reach unselfishness.

Figures 6.4–6.5 show the effectiveness of the path-provisioning policies compared with PC-

Nash with penalty function. For the inter-domain networks with the same path quality, LE performs

best, while ME performs worse with respect to peer, retail and wholesale service models. The worse
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Figure 6.3: Results for inter-domain network with the same path quality (topology 1): the rejected-

call-difference ratio for peer, wholesale and retail service models, whereDi = 7 for i = 1, 2, ui =
∑

s∈S gi(as)σi,s − βiwi −
∑

s∈S fi(s)γi(s), βi = 0.35 unit per Mbps,fi(s) = 1000 unit per call

for i = 1, 2, gi(a1) = gi(a2) = 0 for peer service model,gi(a1) = 1000, gi(a2) = 1500 for retail

service model, andgi(a1) = 1000, gi(a2) = 1000 for wholesale service model.

performance is resulted in the middle-light load (1.6 Erlangs) of the case of wholesale and in the

middle-heavy load (3.2 Erlangs) of the case of retail service models.

When the penalty function has been applied for the inter-domain networks with different path

qualities, the comparison of peer, wholesale and retial service models in terms of the rejected-call-

difference ratio in Figure 6.7 shows the same trend as in Figure 6.3. However, the effectiveness of the

path-provisioning policies compared with PC-Nash with penalty function as shown in Figures 6.8–

6.10 is different from the case of the inter-domain networks with the same path quality. ME performs

the best, whereas ED perform worse for peer, wholesale and retail service models.

6.1.4 Implication of Results

In this section, the problem of selfish path provisioning in the inter-domain network has been

studied. Many works of literature have adopted the idea of penalty to control selfish behaviour in

network systems. Similarly, the penalty term which punishes according to the number of rejected

calls has been added in the utility function to prevent the selfish path provisioning. Under non-
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Figure 6.4: Results for inter-domain network with the same path quality (topology 1): The utility-

difference ratio for peer service model based on the utility coefficient setting as in Figure 6.3.
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Figure 6.5: Results for inter-domain network with the same path quality (topology 1): The utility-

difference ratio for wholesale model based on the utility coefficient setting as in Figure 6.3.
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Figure 6.6: Results for inter-domain network with the same path quality (topology 1): The utility-

difference ratio for retail service model based on the utility coefficient setting as in Figure 6.3.
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Figure 6.7: Results for inter-domain network with the different path qualities (topology 2): the

rejected-call-difference ratio for peer, wholesale and retail service models, whereDi = 3 for i = 1, 2,

ui =
∑

s∈S gi(as)σi,s − βiwi −
∑

s∈S fi(s)γi(s), βi = 0.35 unit per Mbps,fi(s) = 1000 unit per

call for i = 1, 2, gi(a1) = gi(a2) = 0 for peer service model,gi(a1) = 1000, gi(a2) = 1500 for

retail service model, andgi(a1) = 1000, gi(a2) = 1000 for wholesale service model.
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Figure 6.8: Results for inter-domain network with the different path qualities (topology 2): The

utility-difference ratio for peer service model based on the utility coefficient setting as in Figure 6.7.
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Figure 6.9: Results for inter-domain network with the different path qualities (topology 2): The

utility-difference ratio for wholesale model based on the utility coefficient setting as in Figure 6.3.
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Figure 6.10: Results for inter-domain network with the different path qualities (topology 2): The

utility-difference ratio for retail service model based on the utility coefficient setting as in Figure 6.3.

cooperative situation as the individual autonomous system, the concept of game theory for searching

the equilibrium point has been adopted. With MSA, the new optimal operating point of the system

can be achieved with respect to the new utility function. This operating point is called PC-Nash with

the penalty function. The performance evaluation has been tested with two topologies: the inter-

domain with the same path quality and the inter-domain networks with different path qualities. The

selfishness is measured in terms of the rejected-call-difference ratio. Based on the results, adding the

penalty term in the utility function can force ISPs to become unselfish, especially for peer service

model. Based on the observation of policy effectiveness, LE performs the best in the case of inter-

domain with the same path quality, while ME perform the best in the case of inter-domain with the

different path qualities. On the other hand, ME performs worse in the case of inter-domain with the

same path quality, whereas ED performs worse in the case of inter-domain with the different path

qualities.
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6.2 Load Balancing

Path-classification scheme that offers ISPs the freedom of choices in assigning the level of re-

sponsibility in QoS constraints. This scheme does not force the ISPs to assign the paths in the same

level of QoS or disclose their network topologies and does not require TE signals to be forwarded

across domains. It requires only that the ISPs classify paths on the basis of their availabilities re-

gardless of the amount of capacity remaining on each path. The optimal PC based on the framework

of non-cooperative game theory, PC-Nash, can improve resource efficiency over ME, LE, and ED

because PC-Nash allows ISPs small choices of path selection. Efficiency resource usage of PC-Nash

implies that balancing routing among paths in the same QoS level can improve resource efficiency.

However, PC-Nash only balances the load in the sense of random path selection. There has been no

explicit investigation of load balancing on the basis of remaining capacity of each path.

One way to improve resource efficiency and to guarantee end-to-end QoS in inter-domain net-

works is to use load-balancing routing policy. The load-balanced path-classification (LBPC) scheme

presented here provides end-to-end QoS guarantees and dynamically balances the loads among the

paths in the network. It is based on the least load routing concept, which is used by Lee and Tiento [75]

and Wang et.al [76], for example, to solve the call congestion problem in a core network. The LBPC

scheme extends the PC scheme of Suksomboon et al. [14] by not only classifying paths in accordance

with their availabilities but also by taking into account the least busy path in the path classification

process. Non-cooperative game theory is well suited for solving the call congestion problem because

each domain is independently controlled. Therefore, the optimal group of classified paths under the

LBPC scheme is depicted at the point of Nash equilibrium on the basis of the non-cooperative game

theoretical framework. The effectiveness of the scheme is evaluated by comparing with conventional

policies (ME, LE, ED [13], and PC-Nash [14]) in terms of call blocking probability and utility for

practical business models. While previous work [14] use the framework of a two-person game, a

non-cooperative game theoretical framework for three players is introduced here.

6.2.1 Proposed Load-Balanced Path-Classification Scheme

The responsibility in availability constraint is the key to controlling call rejection, and assigning

paths on the basis of load balancing is the key to using network resources efficiently. ISPs may con-

cern about achieving high network utilisation, which means utilising network resources efficiently and

reducing the number of call rejections. The proposedLoad-Balanced Path-Classification (LBPC)
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schemehelps ISPs balance the trade-off between responsibility in availability constraint and load

balancing.

The proposed LBPC scheme is extended from the PC scheme to improve resource efficiency.

The difference between PC and LBPC schemes is how paths are ranked. The LBPC scheme takes

both availability and the remaining bandwidth of paths into account in the ranking process. This

new ranking process is proposed to distribute different call types to the appropriate paths which have

different qualities based on a network state. Doing so help balance the traffic in the network, so that

high resource efficiency is achieved.

Let all paths inK̃i(s, n) be ranked based on two values. The first value is path availability,

A(ki). Let the second value be corresponding to the proportion of the remaining capacity which is

given by 


C(ki, n)

max
k̃i∈K̃i(s,n)

C(k̃i, n)



 , (6.6)

whereki ∈ K̃i(s, n). The idea behind using the proportion of remaining capacity is to give the

maximum positive value to the least congested path based on the state of the network. Therefore, the

least busy path has the highest value, while the busiest path has the lowest value. Note that this term

is always positive because

min
k̃∈K̃i(s,n)

C(k̃i, n) = bs, (6.7)

and

bs

max
k̃∈K̃i(s,n)

C(k̃i, n)
≤




C(ki, n)

max
k̃i∈K̃i(s,n)

C(k̃i, n)



 ≤ 1. (6.8)

To avoid every call type sharing the same path with respect to an employed QoS-level, the pro-

portion of remaining capacity is weighted by the difference between the highest availability request

for every call type and the availability request of type-s call, [maxs̃∈S as̃ − as]. Hence, the path value

based on the remaining capacity is given by

[
max
s̃∈S

as̃ − as

]
×




C(ki, n)

max
k̃i∈K̃i(s,n)

C(k̃i, n)



 . (6.9)

For the highest and the lowest availability requests of calls, the bound value of this weighted term is

given by

0 ≤
[
max
s̃∈S

as̃ − as

]
< max

s̃∈S
as̃, (6.10)
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wheremins̃∈S as̃ > 0. Therefore, from (6.8) and (6.10), the bound value of (6.9) is given by

0 ≤
[
max
s̃∈S

as̃ − as

]
×




C(ki, n)

max
k̃i∈K̃i(s,n)

C(k̃i, n)



 < max
s̃∈S

as̃. (6.11)

This weighted term[maxs̃∈S as̃ − as] is multiplied to the proportion of the remaining capacity

term because of to allow the highest availability request to access all paths inK̃i(s, n), regardless

of their remaining capacity. Therefore, ranking paths for a call requesting the highest availability

depends on only availability value of each path. In contrast, a lower availability request is allowed

to access the paths by taking into account the path availability and the remaining capacity of these

paths. Consequently, all paths iñKi(s, n) are ranked differently based on the network state and the

availability request of a call.

To combine the two QoS parameters, i.e., availability and the remaining bandwidth of paths,

into a unique value, the availability of path and the proportion of remaining path capacity are linearly

weighted. Letτ(ki, s, n) denote a unique value of pathki when a call typess arrives in domaini

being at network staten, which is given by

τ(ki, s, n) = νδτδ(ki) + νζτζ(ki, s, n), (6.12)

where

τδ(ki) = log(A(ki)), (6.13)

τζ(ki, s, n) =

[
max
s̃∈S

as̃ − as

]
×




C(ki, n)

max
k̃i∈K̃i(s,n)

C(k̃i, n)



 , (6.14)

andνδ andνζ are the coefficient parameters ofτδ(ki) andτζ(ki, s, n), respectively. Note thatτδ(ki)

dominatesτζ(ki, s, n) if as = maxs̃∈S as̃ or C(ki, n) for all ki ∈ K̃i is equal tomaxk̃i∈K̃i
C(k̃i, n).

That is, the least load routing is not affected the ranking process when either an incoming call requests

for the highest availability or the traffic load is balanced in the network. By (6.12), every call type

can share the same path if every path in a network achieves a balance, while the different call types

must be distributed to the different paths whenever every path is under an imbalance in the remaining

capacity.

The proposed LBPC scheme comprises four steps.

Step 1: Ranking: Given domaini, the paths satisfing both constraints (bandwidthbt
i,s and availability

at
i,s) are ranked with (6.12). The paths iñKi(s, n) are ranked on a linear scale based on their

valueτ(ki, s, n) from minimum to maximum.
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Step 2: Categorisation: The paths are classified with equal interval into small groups.

Step 3: Group selection: Each domain independently selects a group of paths, which represents the

level of QoS apportionment.

Step 4: Path selection: The paths in a selected group are randomly chosen.

Note that ranking on a linear scale in Step 1 can be applied to many QoS parameters, e.g., jitter and

delay by adding in the termτδ.

Letdi be the index of QoS-level of paths of domaini andDi be the number of levels for domain

i. Note that, with the LBPC scheme, whichever category is selected, the allocated paths always satisfy

both the bandwidth and availability requests. For the sake of simplicity, the selection of QoS-leveldi

in the LBPC scheme is called ”LBPC-leveldi” hereafter.

The LBPC scheme has two significant differences from the ME, LE, and ED policies proposed

by Pongpaibool and Kim [13]. First, the LBPC scheme classifies the paths into small groups by rank-

ing them on the basis of their quantified values, which takes into account availability and remaining

path capacity. This enables the network to achieve tunable resource usage efficiency. Second, the

LBPC scheme randomly chooses the paths in a selected group, which means that all paths are treated

fairly under the equity principle at the same quality level.

The LBPC scheme can be independently implemented in any domain. With this scheme, de-

spite the many choices in path provisioning, ISPs can select their preferred LBPC-level of paths from

Di options for call admission control. The LBPC scheme can therefore be considered as a general

representation of the PC scheme of Suksomboon et al. [14] withνζ set to 0. In practice, ISPs adjust

their selections to achieve their own objectives, such as maximum chance of call success or low-

est bandwidth consumption. Therefore, ISPs can independently select solutions that enhance their

network performance as well as minimise their network resources.

6.2.2 Experimental Setting

The performance of the proposed LBPC scheme is evaluated by applying it to three concate-

nated network domains (see Figure 6.11) and comparing the results against four benchmark policies,

namely, ME, LE, ED, and PC-Nash. The scheme has been implemented in MATLABr, and the

simulation results have been obtained with 95% confidence intervals from ten independent runs per

point. The time for each simulation run is 720 time units. Independent Poisson call arrivals and

exponentially distributed call-holding times are assumed for every call type. The topology profile is

presented in Table 6.4.
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Multiple call types are considered; the calls originated from nodev1 and terminated at nodev8,

which is denoted as an OD-pair(v1, v8). The characteristics of each call type are listed in Table 6.5.

To clarify the effect of loading, we varied the total offered load. The weighting coefficients (τδ and

τζ) in LBPC scheme are set to 1 because the effect of weighting coefficients is omitted. The PC-Nash

and LBPC-Nash equilibria are obtained by settingD1 = D3 = 5 andD2 = 2 for the PC and LBPC

schemes. Consequently, there are 50(5×2×5 = 50) combinations of test cases for the two schemes.

The number of path categories depends on the distribution of path availability. This number should

provide results covering all possible performance levels. The evaluations are based on three business

models: peer, retail and wholesale services.

Figure 6.11: Network topology: concatenation of three identical network topologies with 14 links.

Note: the numbers on the links represent the link labels.

Table 6.4 Network topology profile

Link (l) 1, 2, 10, 11 3, 12 4, 13 5, 14

A(l) 0.9999 0.9995 0.9997 0.9998

cl (Gbps) 2 2 2 2

Link (l) 6 7 8 9

A(l) 0.9999 0.9998 0.9997 0.9995

cl (Gbps) 2 2 2 2

6.2.3 Results

Figure 6.12 shows the call blocking probabilities against the offered load for the ME, LE, and

ED policies for the peer, retail, and wholesale service models. The call blocking probability (1.0)
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Table 6.5 Call type characteristics

Call type (s) as bs Load proportion

1 0.9990 500 Mbps 40%

2 0.9990 300 Mbps 40%

3 0.9993 500 Mbps 10%

4 0.9993 300 Mbps 10%
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Figure 6.12: Call blocking probabilities of OD-pair(v1, v2) with ME and ED policies for peer, retail,

and wholesale service models (call blocking probability of LE is equal to 1 for all call types.)

is the highest for the LE policy. This is because the LE policy lets all domains select the lowest

availability paths for each request. For example, fora1 = 0.9990, domain 1 assigns pathk1 = l3 and

domain 2 assigns pathk2 = l9, for which the availabilities are 0.9995. Then, domain 3 cannot find

a path that satisfies all availability request types (e.g., for call types = 1, at
3,1 = 0.9990/(0.9995 ∗

0.9995) = 1). The probability is the lowest for the ED policy. This is because, with the ED policy,

the lower bound of responsibility in availability is greater than that with the LE for all domains with

respect to equally responsibility in availability (e.g., fora1 = 0.9990, at
1,1 = 3

√
0.9990 ≈ 0.9997, and

for a2 = 0.9993, at
1,2 = 3

√
0.9993 ≈ 0.9998). Thus, every domain can find at least one path satisfying

this availability request. With the ME policy, the highest availability path is always assigned to the
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Figure 6.13: Call blocking probabilities of OD-pair(v1, v2) with PC-Nash and LBPC-Nash policies

for retail service and wholesale service models (call blocking probabilities with PC-Nash and LBPC-

Nash for retail service model were similar to those for wholesale service model.)

request. The call blocking probability with ED is less than that with ME for call types 1 and 2 while

the probabilities with ED and ME are comparable for call types 3 and 4.

Figure 6.13 shows the call blocking probabilities for the PC-Nash and LBPC-Nash policies

for the retail and wholesale service models. Those for LBPC-Nash are significantly lower than for

PC-Nash for call types 3 and 4, while they are slightly higher for types 1 and 2. These results indicate

that performance can be improved by taking load balancing into account. In addition, both PC-Nash

and LBPC-Nash outperform ME, LE, and ED polices in terms of call blocking probability.

LBPC-Nash yields the highest utilities because of its inherent optimal QoS level setting and

optimally balanced load. For a peer service model, let the effectiveness of ME, LE, ED and PC-Nash

be quantified in terms of the utility-difference from the utility of LBPC-Nash

utility of LBPC-Nash− utility of policy (6.15)

because the utilities of LBPC-Nash is the highest with zero value, while others are less than zero.

Figure 6.14 indicates the difference in utility between the conventional policies and LBPC-Nash. For

retail and wholesale service models, the effectiveness of ME, LE, ED and PC-Nash are quantified in
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terms of the utility-difference ratio

utility of LBPC-Nash− utility of policy
|utility of LBPC-Nash| × 100%. (6.16)

Figures 6.15 and 6.16 show the utility-difference ratio against the offered load for ME, LE, ED and

PC-Nash policies for the retail and wholesale service models, respectively. LBPC-Nash consistently

has the highest utility while ED has the lowest utility for the peer service model and LE has the lowest

utility for the retail and wholesale service models. As aforementioned reason, ED provides lower call

blocking probability for every call type than ME and LE. Therefore, based on the peer service model,

ED provide the lowest utility. With LBPC-Nash policy, the traffic is dynamically balanced based

on the current network state and well matches the utility functions. Consequently, LBPC scheme

can improve system performance from PC-Nash and also provide guaranteed end-to-end QoS in an

inter-domain network.
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Figure 6.14: Results for inter-domain network of three-cascading domains: The utility-difference

from the utility of LBPC-Nash for peer service model of domain1 (u1 = u2 = u3): D1 = D3 =

5,D2 = 2, andui = −βiwi, whereβi = 0.35 units per Mbps fori = 1, 2, 3.

6.2.4 Implication of the Results

This section considers the problem of how to utilise resource efficiency under the condition

of guaranteeing end-to-end QoS in inter-domain network. Provisioning path based on load balanc-

ing on the basis of QoS guarantees is a solution. The proposed load-balanced path-classification
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Figure 6.15: Results for inter-domain network of three-cascading domains: The utility-difference

ratio for retail service model of domain1 (u1 = u2 = u3) : D1 = D3 = 5,D2 = 2, and

ui =
∑S

s=1 gi(as)σi,s − βiwi, whereβi = 0.35 units per Mbps,gi(a1) = gi(a2) = 1000 units

per connection, andgi(a3) = gi(a4) = 1500 units per connection fori = 1, 2, 3.

(LBPC) scheme helps balance the trade-off between responsibility in availability constraint and load

balancing. Given that ISPs prefer to retain domain control and that they have an inherent conflict of

interests, non-cooperative game theory is used to identify the optimal operating point of the LBPC

scheme. Experimental evaluation by simulation using three concatenated network domains showed

that the optimal LBPC, LBPC with Nash equilibrium, provides the best performance in terms of

call blocking probability and utility compared with the most-effort, least-effort, equal-distribution,

and PC-Nash policies. Consequently, optimal load balancing along with optimal responsibility in

availability constraint can improve system performance based on end-to-end QoS guarantees.
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Figure 6.16: Results for inter-domain network of three-cascading domains: The utility-difference

ratio for wholesale service model of domain1 (u1 = u2 = u3): D1 = D3 = 5, D2 = 2, and

ui =
∑S

s=1 gi(as)σi,s − βiwi, whereβi = 0.35 units per Mbps, andgi(as) = 1000 units per

connection for alls ∈ S for i = 1, 2, 3.



CHAPTER VII

CONCLUSION AND FUTURE WORK

This section provides the conclusions of this dissertation in which the contributions are se-

quentially described. The conclusions have been drawn as a summary of what the dissertation has

proposed and the important findings based on the reported results. To complete the dissertation, some

unresolved research challenges in the research area of inter-domain QoS routing have been addressed

for the future work.

7.1 Conclusion

This dissertation has proposed a new framework to solve the end-to-end QoS path provisioning

problem in inter-domain networks. A framework has been proposed to improve the manageability of

QoS apportionment and to find the optimal operating point in non-cooperative domain environments.

The optimal operating point referring to optimal QoS level apportionment is obtained by using the

proposed QoS provisioning framework with PC-Nash. Based on the utility functions reflecting the

practical business models, the game value has been found to capture the resultant level of competition

amongst the considered domains. In addition, an accurate loss network model based on the CTMC has

been derived for evaluating the QoS-level selection in PC-Nash. This network model has also been

extended to evaluate the conventional policies, i.e., ME, LE and ED, being used as the comparison

basis.

The accuracy of the mathematical models has been confirmed by comparison with the discrete-

event simulations. From the reported numerical results comparing ME, LE and ED with PC-Nash,

it has been found that, for the two domains with the same path quality, the highest QoS-level appor-

tionment is suitable for the peer service model, while the lowest QoS-level apportionment performs

well for the retail and wholesale service models. In addition, mixed policies between the high QoS-

level apportionment for a domain of high quality paths (an upstream domain) and low QoS-level

apportionment for a domain of the low quality paths (a downstream domain) are suitable for domains

containing different path qualities.

PC-Nash as an effective QoS routing policy using in inter-domain networks has been rigorously

investigated in the cases that two domains connect to each other without a bottleneck through an
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interconnection link. Further investigation has been focused on the effect of the interconnection

bottleneck in the inter-domain network. The performance of this kind of network can be analysed

by the well-known product-form solution. The analysis is based on the concatenation of multiple

domains in order to perform a generalised analysis. This analysis is confirmed by the experimental

examples of cases of two- and three-domains. The reported results depict that ME always performs

better than or equally well to LE and ED. The examples have shown that in some settings the results

of LE and ED are equal to that of ME. Underlining the analysis, ED may provide lower performance

than LE in some topological characteristics of a network consisting of more than two domains. The

reported results confirm the analysis that the performance of ED is less than that of LE and ME

when some domains in the middle of an end-to-end route have poor path qualities. Due to the inherit

optimization by PC-Nash, the performance of this policy is the same as that of ME. Using the highest

QoS-level apportionment is thus recommended in inter-domain networks with the interconnection

bottleneck link.

This dissertation has also explored beyond a single homed network. In a multihomed network

environment, each domain may face more difficulties in efficiently selecting gateway routers than in

selecting the best path to support a call request. The problem becomes how to select the right set of

paths corresponding to the requests that provides the network efficiency. The reported results based

on the topological setting in this experiment show that using ED and ME can drive the system close to

the optimal operating point. On the other hand, LE pushes the burden to the later domains suffering

from the availability target. Therefore, LE is not recommended for implementation to this kind of

network environment. PC-Nash, however, operates based on the optimal set of path selections for

the overall requests. In doing so, PC-Nash always achieves the highest performance for a multiomed

network environment.

To extend PC-Nash to prevent selfish path provisioning in an inter-domain network, the idea of

a penalty has been adopted in the utility function. Under a non-cooperative situation for an individual

domain the game theory concept for searching for the equilibrium point has been adopted. With MSA,

the new optimal operating point of the system can be achieved with respect to the new utility function.

This operating point is called PC-Nash with the penalty function. The performance evaluation has

been conducted on two topologies: an inter-domain with the same path quality and the inter-domain

networks with different path qualities. The selfishness has been measured in terms of the rejected-

call-difference ratio. Based on the results, adding the penalty term in the utility function can force

the ISPs to become unselfish, especially for the peer service model. Based on the observation of the

policy effectiveness, LE performs the best in the case of an inter-domain with the same path quality,
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while ME performs the best in the case of an inter-domain with the different path qualities.

A provisioning path based on load balancing has been seen as a solution to improve the resource

utilisation and concurrently guarantee an end-to-end QoS in inter-domain networks. The proposed

load-balanced path-classification (LBPC) scheme helps balance the trade-off between the respon-

sibility in the availability constraint, which is important for establishing an end-to-end QoS call,

and the load balancing, which is important for achieving an efficient network resource management.

Given that ISPs prefer to retain domain control and that they have an inherent conflict of interests,

non-cooperative game theory is used to identify the optimal operating point of the LBPC scheme.

Experimental evaluation using three concatenated network domains showed that the optimal LBPC,

which is an LBPC with Nash equilibrium, provides the best performance in terms of the call blocking

probability and utility compared with the most-effort, least-effort, equal-distribution, and PC-Nash

policies. Consequently, an optimal load balancing along with an optimal responsibility in the avail-

ability constraint can improve the system performance.

7.2 Future Work

The challenge of end-to-end QoS path provisioning in inter-domain networks not only lines in

the responsibility of every ISP in order to accomplish their customers’ requests; the inherent com-

plexity in the Internet’s today requires the optimal QoS path-provisioning to effectively operate from

dynamic aspects. To undertake the necessary improvements for supporting the sustainable require-

ments of users on the Future Internet, this section introduces some opening questions and directions

that are worth taking into consideration to make the PC-Nash concept work in future practices.

The tuneable parameters such as the maximum number of QoS-levels for the path-classification

scheme and the co-efficient parameters of the utility function have been pre-assigned in the disser-

tation in order to narrow the investigation to the major purpose of this dissertation. Although some

guideline has been provided in this dissertation, the different settings of these parameters can affect

the optimal QoS-level apportionment. One of the possible directions of how to select the maximum

number of QoS-levels for the path-classification scheme might depend upon the distribution of the

path qualities in each domain. This reflects the new paradigm of future exploration.

Sometimes a path provisioning process of an ISP under unknown the other ISPs’ capabilities

may cause the system to worsen. To improve the network performance, crankback signalling [77]

with a path-classification scheme can be suggested to renegotiate of the QoS apportionment. Doing

so leads the research area of the negotiation problem.
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In a multihomed network environment, PC-Nash is a successful solution to selecting the right

set of paths connecting an exterior gateway. Trading traffic between neighbouring domains on a

practical Internet not only depends on the end-to-end QoS apportionment, but also depends on their

charging prices. Additionally, what makes a proper solution for setting an optimal cost function

for the interconnection links is crucial in an inter-domain network problem. A possible thread for

load balancing and optimal pricing opens a challenge research problem. A useful guideline is a

combination of an optimal pricing scheme in a cooperative manner for inter-domain routing [78] and

LBPC-Nash, so that it helps balance the traffic and increase the revenue in the multihomed networks.

Last but not least, incorporating to a few statistical traffic patterns and the pricing negotiation

in the inter-domain networks for seeking for an optimal routing policy for QoS path provisioning

opens interesting research areas and welcomes novel contributions and improvements in the routing

technique for the future.
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