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This thesis prescate thefa yistock Al ased on consumption of
components in the jewelry 4 oSS EERT smg the forecasting

\ . “ usiness also has
1dus try makes the
forecasting situation 1 ' ‘ Plie: I | IS i tuates with customer
7 ! | ctors such as late
delivery and bad co g 7 i ,j- & shartfages of components. To
prevent shortages, pro‘vic AN Suph B g t and enhance customer
atisfaction, an ANN is ulil ; Or-€ons ast. Safety stock is the
way to protect against shortag ‘ 7 ated when a company either
orders before _-‘ o1 .' pecied demand. In

-
the contrast, t&ef a.\-"é: cost and

=

increasing intereSBfor a [ 56 has calculated safety stock

based on their Pxpeuemes non theoretical support, and leads for retaining

compotr A ct against
the fluciia ﬂpe ,d ﬁ ) ﬂrﬁa ﬂﬁtkns paper

is to enhcmc the forecast on safer?%tock accuracy in the jewelry busm The

W @ﬁ 1) mwrm Eﬂﬁ il




Vi

ACKNOWLEDGEMENTS

| would like to thank my thesis advisor Siripun Sanguansintukul, Ph.D. for

all her great encouragement, suggestion and assistance. Without her support and

attention, this thesis would have ne be ompleted.

| am also g! hr / ommittee, Professor Chidchanok

aiwattan ’ *their constructive criticisms

Lursinsap, Ph.D. and

and invaluable advises: -

Finally, | g gress th seply the [0 my family and relative for their
"1“!\“

encouragements since € ' ra ally, when | feel break

down.

ﬂ‘lJEJ’J‘VIEWI‘iWEJ"Iﬂ'ﬁ
QW’]Mﬂ‘ifMﬂJWWﬂmﬁﬂ



CONTENTS

Page
ADSITACTIN TR@I. e iv
Abstract in English........................ ! 3 ) L %
Acknowledgements............... P ST TSP ITPI Vi
Contents........coovven.... e S R ... Bl .. vii
List of Tables............. el ... = o .................................. iX
List of Figures................... . . et X
CHAPTER
I. INTRODUCTION ... .. = - 1
1.1 Motivation..... S B W L ,- '. 1 .. WEUTTT P, 1
12 The Obj _ ‘ AN 2
: o RSN 2
.............................. 7
[I. BACKGROUND AND THEQRETICAL FOUNDATFION. ... ..o e, 8
2.1 Industry Background and Data SeleCtion. . & o i 8
2.2 Background on Data Mini e e 9
2.2.1  Data mining G =z I ) 9
.2 2RO M ZEH QR gl gl << 11
2.2.3 v: .................. 12
2.3 Safety sto E oncept........ oo SRR | | (P RTUR 17
2.4 Mean Absolute Dewatlon (MAD) . 19

%
=8
oD
s
- 0o
=
fn.h
i
m

% mﬁﬂmmumwmaﬂ Z

B4 EVAlUAT ON. 24



viii

CHAPTER Page

V. EXPERIMENTAL RESULTS. ..ottt 26
4.1 The Experimental Processing RESUIS.........ooiiii 26
4.2 Safety StoCK CalCUIAtION. ... ..v e 27

V. CONCLUSION AND FUTURE ] : A 30
5.1 Conclusions......... ; . o P 30
5.2 Discussions....... 7 TP RPN S 31
5.3 Future works........... ... TR _ — B e 31
REFERENCES................ . ; A . R P e 32
APPENDICES................ e EE. ... R T PP 35
APPENDIX A: - -
Introduction to WEL... gl 4lb. 4 e A . R 36
APPENDIX B:
WEKA Process.... 4. Ji0. i 0 g o ) ........................... 47

VITAE.......ooon... & i LY W T 59

LB

AU ININTNGINS
ARIAINTUNNINGAY



LIST OF TABLES

Table Page

2.1 Comparison of Safety StoCk TECANIGUES ... .. vvivriieii e 18

4.1 | I 7 3P 28
Al(a) i o LS /7 41
AA(b) ifier an Algorthms-in Weka. .. . ..... N 42
Ao e el — 46

ﬂuEI’J‘ﬂEWI‘iW BN
QW']&\‘Iﬂ‘iﬂJ?JW]’mEJ'IﬁH



LIST OF FIGURES

Figure

11

1.2

1.3

1.4

21

2.2

2.3

2.4

25

3.1

3.2 Back propz

3.3 The distributior

4.1 Linear relationshi
consumption .'

A1 The WEKA Explorer.: v

A2 Weka's the menu of :,'5%?:

A3

B.1 WE g,f

B.2 Preprocess step.

B.3 Data of-‘ in the WEKA software in the preproCess.........coooiiiiiiiiiiiiiiiiiiiee

The Exploitﬁng classifiers by MultinPerceptron method..............oooee

AUEINENINEING

13

13

14

14

15

21

23

25

27

38

39

43

48

49

50

51

ARIAINTUNNINGAY



CHAPTER |
INTRODUCTION

1.1 Motivation and Problem Des

A product cannot / required materials are available.

Material shortage has s ses.inclu pller delivery and unexpected
- ' o —
customer demand. Safet @iSOne roact ed to protect against shortages.

Safety stock is created 2,0 der fo ss,‘ order is needed or orders
more than the expected 2eping less safety stock is important for
decreasing cost an

Safety stock is exe Jards against uncertainty in
demand, lead time and 4na '7 sed to ustomer service and reduce

Keeping more safel "" fve C r tisfaction but increases the

holding cost. Due to the je ry_ . Sine F fa nion, new products are launched

every season. Therefore, the p agucts—hs ‘ a ime life cycle. It is very important to
SR "
0. supporiithe markete Jarantee customer satisfaction. In

P #

have products on hand
practice, business-has c: >d safety stock based on their expe iences, non theoretical
support, and H or ence, safety stock is

essential to protectEainst the fluctue xpectea demarﬂand supply. The demand

side is affected by Ciﬁtomer demand such as consumable behavior. Supply side is

~Ruinminmas.......

suppliers, usmg better technology, and enhancing the ferecast accuracy. The gentral focus

R A A GHAITAD AR B

ANN is employed as a tool for the prediction. It is assumed that the accurate

consumption leads to the accuracy in safety stock calculation [2].



The central focus of this thesis is to enhance the forecast on safety stock accuracy
in the jewelry business. The artificial neural network is employed as a tool for the prediction.

It is assumed that the accurate consumption leads to the accuracy in safety stock

calculation.

1.2 The Objectives of the Re

1) To enhance the a ased on consumption using

the artificial neural n ' US onment.
"-ﬂs
2) To assist Jewe ion in the safety stock.

1.3 Literature re
In the recent slateds ‘ >sponding to safety stock forecast.
Some of them are bas ifi eltig d expert s stems as follows:

L. Zhang et al. i"n stock of enterprise resource

. pr I L , - -
planning (ERP) based network., T experimen onsists of 8 input attributes:
1) Actual safety stock.
2) Inventory turnover.
3) Customer satisfaction. 4
—_————— -
4) Number of‘cus
5) Lead time. !I
6) Product qualltfaﬂehabnny

ﬂe%&m 1’IEJVI§W AN

ly reliability.
‘ﬂ”’m ﬂﬁﬂﬁﬂﬂ'ﬁ”’ﬂ’]’) NYQY
There are 15 enterprises as the sample in study. They choose the first 10 enterprises
as training samples and the other 5 enterprises as inspection samples. They used the

learning algorithm of BP neural network to train the training samples to train the network and



get a well trained BP network. Then they input the inspection samples to inspect the BP
neural network model, and compare the outputs of the model with the actual safety stock,

which are the results of the experts’ estimation. The forecasting relative errors are controlled

within 20% and the result output s ive errors are below 15%. It proves that

the results for the forecasti ’ just the weights and thresholds by

training the network ti 0 i p@educe the relative error. By
this experiment, -",o outputs whieh are’ accurate and close to the

desired outputs.

supply ) inyentory
reliabili T nover

istomer
| satisfaction

delivery
reliability

produre:
qualif

relia ﬁ’ )

. e e e e

‘FHe 1.1: Influential faa(}s of safety stock.

AUEINENINDINT

avuqf Heath et al. [3] offered modeling of the evolution of demand forecast with

b grR i) TR

W|th a linear programming model of production and distribution planning implemented in a

rolling horizon fashion.



The performance attributes of the production/distribution system are cost and
customer service. Major cost categories are production costs (proportional to standard

hours of production), transportation cost (proportional to volume-miles), and inventory

holding costs (including financing cost 2 premium for overflow inventory). Customer

ill rates across product lines and

regions. The preliminar lations A tha@ould be reduced by several
million dollars annUa{ ck facto nd that, provided the new

Statistical Method 3 ed and used in a timely manner to plan
production, there : ; mpact ¢ stomer service by reducing safety
stock. Theoretical r [ tt - ‘ x,‘: al inventory policy under

non-trivial demand mo ,- RO e ion techniques to implement the

Jukka Korpela et al. [4] -""téf d safety stock level with the Analysis

Hierarchy Process (AHP) Whj}f@pﬁ}’}?f

ment for dealing with tangible and
intangible criteria J; a e AHP method is used for

adjusting this V : ": such as production,

logistics or the ov@ll operating enviro using th@HP, the risk factors are

mapped in the variousﬁﬁﬁ their importanceseya determined, and their impact on safety

B HGPEA THBAR G mron

the suppheﬂlompany and the customers can be mcluded in the process of determlnlng the

RSN RE A

factors. E.g. a strike treat by the logistics service providers would trigger a safety stock

requirement analysis.



Zhang Lianfu et al. [5] escalated the idea of the impact factors of the safety stock by a

random variable, and analyzed them under random demand, random lead time, random
found the effect of increases in customer
’I& the shortage prevention. The
ends &sj inventory demand, lead time
—
—

requirement and certain lead time.

satisfaction with the increas
establishment of safety sto

changes as well as se

Qing-Yuan Li 2 6] hi n-\m ety stock management by VMI
concept. The targeti W st a -. ) cost of the product and

W,

more efficient and mo ‘ “supply ¢ha e C pt of VMI is focusing the
management of ste base 16 C . The demand is not certain then
people always put the uncertaj fabtﬁ: oty st e dynamic difference between

forecast data and real de d datatis‘appliedin't ) control the dynamic of safety
\ Ll oy
stock. They used MEANS f apg{M‘ i ability distribution to the research. The

A AL
model of safety stock unde Jothis-paper as below;

report data |

history I [ —

D¥namic Tanagement
of the Safety Stn;k T ——

FRTRETI RN A Y

q Figure 1.2: A total inventory solution under VMI




The solution covers both demand and safety stock which shown the final distribution of

customer and lead to accurate safety stock of the inventory.

Zhao Ping and Liu Jingjing [7] in dithe artificial neural network is predicted the

safety stock of the selling .._x i the traditional method is limited to
N\
calculate the safety stock because i

SE ( ipd lead time. Although, in the

real satiation, they are wval tors i erne ider on calculation such as
supply reliability, produ \ ' - e service standard of the
products. In this p r nodes to be the factor to consider

6) Product cost.
7) Shortage cost.
8) Produc réplac

9) LE‘ -------- e e—

-~

AY )

Their ANN te Um-training times is 1000, the
. and also they normalized

minimum expecte ror is 0.0001, and the learning rate is 0.

the data set due to unﬁﬁeasurement, achtini neural network leaning and training

- AUEANEIWEIAS
LTI ST T

models as the following;
1) To study product family contains one product and focus on resequencing of

operations and shown in the figure 1.3



Zit1

@%@% vﬂ@ev{t)ev-) @»%

ct model

2) To study produ ins two "‘-mu.gr:_-;- focus on merging of similar

operations for po ooint of diffel ation and shown in the figure 1.4

-

- (B
WJLp 1\& y o2
/ T -
In the study, there are someé ations i odel in the term of uncertainties.

Randomness in demand is the :ﬁi‘g"fjﬁt' 2d in this paper. Other uncertainties,

such as stochastic, le ction but they are not

fa
c
-
ot

considered in this fa g ‘

-l! prit
fl i¥

1.4 The Scope of stt?y

RUHIRBRINNNS

2. Eﬂwt variables are affected to calculate the consumption predlctlon by WEKA

WL RTINS Y



CHAPTER Il
BACKGROUND AND THEORETICAL FOUNDATION

2.1 Industry Background and Data

2.1.1 Industry Backgrc
Regarding to the

éohange rapidly such as the

market trends, custo . Fashion has a short time

horizon to the cust

keep in the warehouse. NS \ of the terials such as metal parts,
; C o

crystal, plastic part ! % dliers both overseas and local which

\

supply material to com omp EL@ i Jeliver t \ product to the main warehouse.
After that, the product to e jeyelrybranch. g is the short time from customer then

safety stock acts as a buffer, its existence ! enterprises to maintain a certain level
= CNL

of customer seryice. B € afety stock. If the quantity

- o
of safety stock .!.f; Il ingrease, and rise out of

stock cost, if Whicthet too hig
costs. f . u
AUHANY NIRRT

based on cﬂ‘nand lead time and scarp rate change.

RN A3l AN INYIAL, .

of holding. The data set is the actual consumption from the year 2008 until the mid of 2010.

capital, Consme inventory management



Due to the complication in jewelry making, there are no standard inputs in the predicting
process.

Thus, the experimental inputs are influenced by the safety stock research paper [1]

and reviews of company performance is situation. Here, the concerned variables

include purchasing history, a \ ﬁy exchange rate, service level,

'@ription of each parameter is

minimum order, price of component and lead fi
W ent over time bought from

YMPO e ich cannot be assembled

the following;

.f uantl \ lock in the warehouse at the
pri hich one country’s currency is

® ,.H. neasurement of a service.

able to a vendor.
Ea

o X =Freo :":'1! onent and

) mﬁa i
arri t the factory.

The output is geuﬁmponent consumptioh, which will be further used to forecast

- WEINUVTIWENT
Qzﬁ”lﬁ\‘mﬁim UANINYA Y

Data mining is a technology that blends traditional data analysis methods with

e qu- date until components
JI

sophisticated algorithms for processing large volume of data [9]. It has also opened up
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exciting opportunities for exploring and analyzing new types of data and for analyzing old
types of data in new ways. There are three well known data mining technique for predictive

modeling, cluster analysis and association analysis.

- Predictive modeling related to develog ification models which capable of predicting

the value of a class label (target variable) of other variables (explanatory

variables). The model is learnt from histogieal o@here the class label of each
sample is known, wr{ assifi edicting the class label of

new samples whos =casting whether a patient
has a given diseas _ ; ed

- Association analysi Ty CC cer' Je o discover patterns which described
strong correlations of t \ 50C t| of the features that happen
frequently in the data. \ e form of association rule, the
benefit of analysis can xample, the task of finding items
are frequently purchased ale data collection at cash registers.

- Cluster analysis involved to g,gfj n oups of closely related data in term

of the observations'b g ca be used, for instance,

0 N .‘ ategory of documents

E

Data mining is a i‘eﬂf knowledge dlscow in databases or KDD process to convert

-~ HEIANEAR

steps:

TR T NETa g

- Actual data mining: to transform the prepared data into patterns or models such as

to find custome V. €

=

pertaining to relate@pics.

classification models, clustering models, association patterns, etc.
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- Postprocessing of data mining results: to assess validity and usefulness of the extracted
patterns and models, and presents interesting knowledge to the final users — business

analysts, scientists, planners, etc. — by using appropriate visual metaphors or integrating

formahorﬁy improve the accuracy and
ated  with WS nearest neighbor and

[ the data to be analyzed have

knowledge into decision support syst
2.2.2  Normalization
Normalization is t
efficiency of mining algor
clustering classifiers. Thi
been normalized, that | 0.0, 1.0]. If using the neural

network back propagati ' -la S ( ining, normalizing the input values

for each attribute [ ng les helr eed up the learning phase.

" BT

The process that repr. fransforming imilarity index from its value into a range

of 0 and 1 is called normalization-{tt]. There everal ways to normalize an index as

follows:

{ransfortmation on the original
1,‘ 9

e

Min-max normalization ‘maps a value name as v of A to v'in the range [new_min,,

“e“““ﬁﬁﬁ]“ﬁwmw N9

V m|n maxA m|n new maxA—nenmn + new_ mln

QW']@Nﬂim 1W1INEIaY

2. z-score normalization, the value of attribute A is normalized based on the mean

data. Suppose tha values of an attribute A.

and standard deviation of A. The value v of A is normalized to v’ by computing:
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v =((v=A)/on) 2)

Where A and O, are the mean and the standard deviation of attribute A, respectively. This

| minimum and maximum of attribute A are

{/g

3. Decimal scali by ovm he decimal point of values of attribute A.

method of normalization is useful

unknown.

The number of decimal

value v of A is normaliz

Normalization can change original 3¢ is necessary to save the normalization
:F L
parameters (the mean and the ?:_Ef_,_ ﬁev ng the z-score normalization and the

normalization) so that future data

minimum and the maximum .ﬂ';, S 5;1
e R o

can be normalized in

223 Artificial Neural Network (AN Y )

The artificial rﬁral network

the information proceismg functions of a network of neurons in the brain. ANNs that

A PN WU

functions tﬂt process information through many interconnected units are highly parallel

mﬁﬁﬁﬂmﬁmaﬁﬁmﬁ -

wh|ch large datasets contain complicated nonlinear relations among many different inputs.

\atical "'j cture designed to mimic
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ANNs may not be well described by a set of known processes or simple mathematical

formulae that are able to find and identify complex patterns in datasets.

In Figure 2.1 illustrated th d data in term of the
number, after that, it pro Eer a smitted to be the output
The types of NeuralNetwork arg S s, :‘-';

l_- 77_'-
2531 FlRodhbli i

) d the Perceptron in 1958 [14]. It
hat Ve

accepts only binary input and outp -#f:~ ) simple neural net type with

- . .
two neuron layers. The net'is *fi.?.;e ‘< al operations like AND or OR and the
learning process is supervi ;f';?‘l"' '-J';tc' or pattern classification purposes.

NOtYso y dlo ikg the XOR problem).

S Y

B o
ﬂUEJ’JJﬂ:

wwaqnim 39818 Y

Figure 2.2 show the perceptron is the neural net which there is 2 layers such as

Perceptron can

Input layer and output layer. This one is similar to Logistic regression.
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2.2.3.2 M. Minsky and Papert were first introduced the Multilayer Perceptron
in 1969 [12]. It has one or more hidden neuron layers between its input and output layers

and is an extended Perceptron. Multilayer Perceptron is able to solve every logical

0 its extended structure.

operation, including the XOR problem; due

Figure idden neuron layers [12]

Figure 2.3 reveals the eural net, there are 3 layers:

input layer, hidden layer, a

—inpul -3 . L‘.‘_

¢ a—iwis 'V
ﬂ‘UEJ’J NETENEINT

ure 2.4: The MultiLayer I'-?frceptron which muIt|pIe hidden neurov\/ers [12]

AWLAN1) IUYBIANLNAL. ...

Iayer Then, MLP can well learn nonlinear function in the other hand; it may have the

..l.‘.‘l

problem in term of homogenous.
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A simple neuronssmathemat - .* y n -..‘ American psychologist W
McCulloch and mathema vjtts in q.\‘ V er Perceptron model [13],
i \ ieural network model. The

\ \\ e proposed by American
physicist J. J. Hopfielg o s the iction about the neuron state and
connection weights 1 io ‘problems and associative
memory. In 1986, D. JE. > A McClelland pbrought forward the back-
- ; lled BPnetwork or BP algorithm.

This algorithm is used to solve the= = % s the most widely used neural network

BP neural Hut laver. hi ﬂl‘ er, and output layer,

and it belongs ow e sting of neurons and the

connection betweeﬂeurons. BP neurs work'is composed of positive propagation and

the back propagation. in the positive propagat#o:' phase, the state of every layer neurons

will only en nnot be gotten in
the out ﬁ u Hﬁ m ﬂﬂj ﬁﬂﬂﬂj hase. The error
signal of back propagation network (ﬁanges the networks connecting of alldlayers, to find

VAR T HATINHA o
anron is equivalent to the input values.

After the publication of "Learning Internal Representations by Error Propagation” in

1986 (Though backpropagation itself dates from 1969), the rediscovery of the
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backpropagation algorithm [8] was probably the main reason behind the repopularisation of

neural networks. The original network utilized multiple layers of weight-sum units of the type

f=g(w'x + b) (4)

Where g was a sig ==__\\\,:;\“ unction such as used in logistic

regression. = e —

A form of stochastic Gradient des¢cent wg- The employment of the

chain rule of differentiation.in"des \ r seems to 'backpropagate
3 u Jate x

errors', hence the nomei Igonthm However, it is
essentially a form ofigradient des .St epe g ~ ce ethods cannot be relied
upon to give the solution ) jood "' \ determining the optimal
parameters in a model of thj ot trivialk: In ‘ es, networks with the same
. 7 8 \
architecture as the backpropagation -networl 2

This name does not impase any I;ﬁl‘% e
P i

The backpropagatic A‘-‘;;lt _L M ersy about whether such learning

-F
o -i 4
could be implemented in the b aIh-OF- ot partl here generated much enthusiasm at

5 Multi-Layer Perceptrons.

ithm used for learning.

the time because a mechanism for ¢ not obvious at the time, but most

importantly .;__ e t ing' or 'target' signal.

The algor

and weight update.

.‘*.ijo phases: propagation

Phase 1: Propagation

ATV IRUIAT. oo

der to generate the prop&gatlon S output actlvatlons

AW TN AL

output and hidden neurons.
Phase 2: Weight update

For each weight-synapse:
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1. Multiply its output delta and input activation to get the gradient's weight.
2. Bring the weight of the gradient in the opposite direction by subtracting a ratio of
it from the weight.

This ratio influence the speed an ity of learning is called learning rate. The sign

of the gradient’'s weight indica easing; this is why the weight must
be updated in the oppos

performance is good e

may be retained for periodi i Mg € If life. Loss may occur while

t mortality may cause failures in

/ development of product. Service part

testing. R&D usage may consuWajs

requirements si h on ©

dom unplanned usage

-
may occur if a ’ﬁ”,{ ,ﬁ ich stocks-out.

Safto - ge@w
Companies have thrée techniques that use commonly at a part [éVe

ﬁtahsncal Q’aastock is caIcuIateMsed on the historical deviation of actual
u

s cebodh e rerel] )1 7173

- xed safety stock is set at a fixed quantlty which is not mterested the usage

WIS ARIANLIAY....

number of future periods’ demand.

t policy (business level).

The part level selection technique is based primarily on the type of part (demand-

vs. independent-demand), type of demand to which the part is subject (consistent or
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sporadic), and degree of variability to which the part is subject (low vs. high). There are
many factors which affect the choice such as replenishment lead time, target customer
service level, availability of history, part cost, number of time periods to protect from stock-
k out, and MRP or inventory subsystem

rpc vel of Master Schedule in order to

create parts set of produr i the Ie&uct is more than forecasted or

providing the flexibility offoption mix. "J —

out, impact on production or servic

designs. In addition, compani

"A.

The compani however is not the using

technique. . The pr h parts at any given time,

based on the custo etitive environment. The

provides a compari \ gk te{:hﬂ ugﬁ) S

l.!,

i T d et !"I

Phase-In Part demd
(Forecasted U )
high enough tosggo?vant

stock-out

Phase-Out Part ' Set Time Period

demand to 0 or a low
quantity

Any demand profile,

(dependent since technique is
independenit,. based on demand in
some oornbinaﬁ ) future periods

Variability Pl'c;ﬁfIr Any variability profile, | Any variability profile, with n; variability I!:‘vrc:flle
with the Time

demand set high

“enough to cover one or

re peak conditions

(demand, lead _{ thou aks will be ixed Quami set high
time, yield, and "' AL u p lg

éioothed h to cover one or

y@l sage | Independent- Dependent-demand parts | Dependent-demand
demand parts where | where safety stock F mem coverage
s primarily on

coverage is d oovera,g-aﬁat to zero or
fit- @ gks supply

rcent provide a 100 percen
Customer Service Level is

desired

i part
OL MRS 284
st i
Table2.1: Comparison of Safety Stock Techniques [15]
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2.4 Means Absolute Deviation (MAD)
Mean absolute deviation [16] is the approximated value of the standard deviation,
which is the sum of the absolute deviations between the forecast and actual usage divided

by the number of periods. The numbe 0 included in the average is important to the

result. The mean absolute devi

One of the /alues. Consequently, the

errors of opposite si 2y are added. There are sum

the errors, which is no este 5'sign-and obtain a re of the average error. In

2.5 Tracking Signal
One problem is'to identi 7 o f erence is caused by random variation or is
due to a bias in the forecast, whi ;f"’.ﬁ s,,q 3 e between forecast and actual values.

Forecast bias is a persistent tendene o be higher or lower the actual value of

the data. We cannot do g with random ias can-be corrected.

Tracklng i':___________________________::::: ij’i 0l used to monitor the

quality of forecast '.r" (re atio r-lvl' e algebraic sum of the

1

forecast errors divie

. ﬂuﬁ’}%ﬁim%ﬂﬁ’}ﬂ‘i
awﬁaiﬁ“ﬁ%ﬁmwﬂmaa

The forecast errors are summed over time, which can indicate whether there is a

=Yy by MAD:

bias in the forecast. In order to monitor the accuracy of forecast, the tracking signal values

are compared against predetermined limits. The limits can range from = 3 to + 8 which are
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usually based on experience and judgment. The normally limits in the business use + 4,
which can be compared to 3 standard deviations limits. The forecast should be reviewed

when the error fall outside these limits.

L

AU ININTNGINS
ARIAINTUNNINGAY



CHAPTER 1lI
METHODOLOGY

following steps:

3.1 Data preparation

3.3 Safety stoc
3.4 Evaluation
A framework i

asting p m{ The framework in the

experiment study is illu

A =
1<
<

] ]
safety Stock Calculotlon
s E A

!‘I Data Preparaticon

netweork

[Figure 3.1: Experimental/Framework [17]

ﬂUEJ’JVIEJVIﬁWEJ’]ﬂ‘i

Qﬁﬂﬂﬂﬂ‘iﬂdmﬂﬂﬂﬂﬂﬂﬂ
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3.1 Data preparation

The input variables mentioned in Chapter 2 will be further processed. Different input

measurements are to be rescaled so that their variables reflect their importances.

Standardizing either input or ta to make the training process better

ization problem and ensuring the

various default values i anére appropriate.

Min-max nW 2 ma n on the original data [11].

Suppose that min , and ini \ Iues of an attribute A. Min-

max normalization )\ \ [new_min ,, new_max ,]
by computing; ﬁ_, ’ \

—mlrﬁf (new_max; A+ new_min,

Min-max normalizati | n ong the original data values.

ut case for normalization falls outside

behaved by improving the

It will encounter an “out-o
of the original data range for A

In this t e : alization into the range

of [0,1] that will & ,y—— —— e weight bala Y )

3.2 Training tEnetworks -m
NN ha be an ctive e and is utilized in many areas such
ool e 1 T3 £) 1119

NN can be considered %s the information processmg system that has certain

q Wmmm AEIVEIAL. .

propagann neural network is a multi-layer neural network of error back propagation [1].

There are 3 layers such as input units, hidden units and output units. Each layer is
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composed of neurons, which are interconnected with each other by weights. In each
neuron, a specific mathematical function called activation function accepts input from
previous layer and generates output for the next layer. In the experiment, the utilized

activation function is the hyperbolic tangé ymoid transfer function [21].

3.3 Safety Stock Calculation

Two purposes of safetﬁ

o o UH T NENTHE AT ~ oo

unexpectealjemand

Wheﬁﬁﬂ‘ffﬁw&ﬁ% YINY

afety stock can be given as

Safety stock = standard deviation of error * service factor
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S=0*Cdf (P) (7)

Where

Cdf (P) is referred as sa IeveI (P). Here, the service

Ryce |
NS

Service le & se, service level related to

level has chosen to be 9

percentage of custo tock situation. We have to

convert the service le i | ( service factor and use the

O\

The company prefern Sg | mponent to be 90% because they
found that the risk to keep s stock is 33 component stock. On the other
hand, service level at 95% and 99% ave-th | Keeping the over stock to be 43.26 and
60.57 percent ofscomp stock, “respecti his gparticular company has
component stoc *. A & % of service level is

chosen. -|| 1
d

|
|
¥

HTU NN NYINT oo

mean absoﬂe deviation (MAD) [16]. ¢

@Wﬁﬂﬁﬁfﬁbﬁﬁﬁ?ﬂﬂﬂﬂﬂ

MAD = Ylactual-predicted! ®)
n
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The benefit of MAD is based on absolute values. The errors of opposite signs do

not cancel each other out when they are added. If we are comparing different forecasting

Figure 3.3 shows the' dis -;- foale : | npli he bias in the tracking

signal [20]. To moniter thefore€ast aceurac ; Of the Cking signal is compared

against predetermined limits. Thi Jimits 1 ! 8. Generally, the acceptable
u"

limits for tracking signal are within' £/ & orrespond roughly to three standard

."'F

deviations. If the errors fall out diction should be reviewed [25]. The

forecasting model is performing when th ignal should be around zero. The

tracking signal indic: ositive tracking signal

n ol
-
indicates that th ‘f: kil d ignal means that the
forecast is too low [26]. il

ll iF

ﬂ'lJEJ’JVIEJVITWEJ’]ﬂ‘i
ammnmummmaa



CHAPTER IV
EXPERIMENTAL RESULTS

This chapter describes the ex esults of the proposed method consisting

of four sections. The first secti ntal processing results. The

. , \ - for the network training.
The data set consi et is x ,

a|n|ng and test sets with
the ratio 70:30. Ther eco 'r.nt' training set and the test
sets, respectively.

There are an ers that ze Thus, many experiments
are run to find the opti . y Y ge: ‘éxamined parameters are: the learning rate
is between 0.1 to 0.3, th

2 to 10 nodes, and the momentum

value is from 0.1 to 0.3. All co _a_‘“"'« ons o r;; 1eters are investigated.

Then, .7_7,. arameters with the least al 4 selected. According to
the experiment rr, }'1 J ere are 8 input nodes,
3 hidden nodes anm output node. The optimal parameters f@ the experiments are 0.1
for the learning rate, and %for the momentumﬁe number of epochs is set to 50000. The

o B I P e oo

value is 0. Sﬂ];? as shown in Figure 4.1. F|gure 4.1 shows the linear relatlonshlp plot between

TSI T T

are close or the same as the target values. It is confirmed by the experimental results that

the correlation between target and predicted value is 0.9737, which is very close to 1. With
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the assumption that the accurate consumption leads to the precise estimation in safety
stock. Therefore, the predicted consumption values from the network are then used to

calculate the safety stock.

O. 4
= ’ .
=
E 7| —
= t
wy 1
: {
O
= ) 3——04
(1] ’ . S
- Ere -
° network
< =
Figure 4.1: Linear relationship jeen umption and predicted consumption
from the network 0
4.2 Calculate S
To calculate ety stock, sumption f the network and actual

consumption from the any are applied t ). Two different safety stock values are
="

derived. ﬂuyﬁj Caledlfifork S sodd\ NP 59 b oa) s, respecivey

After that, ms MAD values are calculated. The first MAD value comes from the difference

UL N0 IIPR L R

illustrated as in Table 4.1. From Table 4.1, it can be seen that the MAD value of NW SS and

ideal SS (0.256) is lower than CPN SS and ideal SS (0.298). This implies that the safety
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stock calculated from the network forecast values is better than the current company
practice. This is confirmed by the value of the tracking signal (3). The tracking signal

between NW SS an ideal SS is -2.771, which is in the range of 3 MAD. Whereas, the

tracking signal between CPN SS .68. According to [11], the safety stock

of the company practice s

P/
QPSS PEN 5. lh i&kx
Loyl -.?E*T.l%&*\‘!m ‘

able4.1: C

Safety stock service perce qﬁ% ed-ir ting @ tatistical safety stock and it is
J r I

T

=l
based on allowing an acceptable m%f s outs within'a given number of exposures
! ; s
to stock-out. An exposure to ¢ '-3‘ out 0

JJJ-’

point where stock is the lowest just
prior to recewmg the next or evel is set to 90% in this study to
imply that the ‘company will satisfy mponent stock—eut 0 limes of 100 component

0Omp

keep the finished=product that always available for the e

e finished product, they

Therefore, 99% of serx%ﬁ/el for finished pro‘d‘:t is selected. This means that in term of

o com bt cob} b A o § s s

of flnlshedgroduct can accept the o*t of stock of ﬂnlshed goods only 1 ouu 100 times

ARIAINIUUAINYA Y

q The tracking signal in this research is -2.771, which is under prediction. This can be

shortages. As the

customer requirements.

implied that the quantity of forecast consumption is more than the actual consumption.

However, the stock out that falls between -4 and +4 is the normal acceptable limit in which
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the general business can accept a bias prediction. In other words, the company can accept
and allow the under prediction that fall in the acceptable range. A small number under

forecasting in one period of time may not cause any problem until an under forecast in the

next or later period consumes t ich will result in a stock out. Otherwise,

the company has to pay m nt inventory in the warehouse for

over prediction.

AU ININTNGINS
ARIAINTUNNINGAY



CHAPTER V
CONCLUSION AND FUTURE WORKS

”#/ tion forecast. In this research, the

source data from the Je ry database 2 records. The data set is pre-

5.1 Conclusions

ANNs were used as

processed using normalizaii ique aIIe ma ansformation. Then the data is

separated in two gro the ratio 70:30. Hence, there

are 260 and 112 re i \ ’ [ set, respectively. The WEKA

software was employe lany experiments are run to

"N

find the optimal ate is between 0.1 to 0.3. The

hidden nodes are b alue is between 0.1 to 0.3.

All combinations of the ': aly: ' > s-\ architecture of the network is
8-3-1. The optimal parame rom:the ex n are for the learning rate, and 0.2 of

momentum. The optimal numb
e —*:ifﬂ
50000. The results, illus ! 0. (0,97

il e ———————— e 1

forecast and =§c’.“‘—““‘"“"'—"“ﬁ’ mJ hat consumption is a

S.is 3. The number of epochs is set to

7) between the ANN

W
e

good predictor of the needec e safﬁ stock can be calculated

from the ANN pred|ct|on From the error comparlson using MAD and tracking signal, it is

easily se E q maﬁfw? w EIWI network is better
than the tice. It ntto no eal safety stock generally is not

known in advance. Therefore, it is crugal for the comp to make the precigé-éstimation of
to

%ﬁ'lﬁz‘iﬂ eI BB e

sa ety stock.
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Enhancing the forecast performance can help reduce the safety stock, which can benefit

the company enormously.

5.2 Discussions

Regarding to the predict in Jewelr i the following issues should be

- 8 input vari Apley i iS dy. N eless, different choices of

variables andmumbe 4 S e different outcomes.

- Choices of ng i ] \\ inal result.
AT

- Preference in arigus! parame ’
influence the end r \
* diff asks for training the neural

the numbers. In this research, the

vice level percentage may

o
rP e

Q
O
&

Gl ‘-
1

numbers are experimentall .ﬂ'iﬁ iiﬂ Lh’ esult is discovered.

5.3 Future work 3

For the flitlise

ﬁl the able .'J | in time series? And the

-
T (ﬁ e series. The related

data are increasin
d
take into consideration for even better prediction such as different

service le Id be applied for
consumptio EI en technigque aﬂn rtant to find which

method peﬂrms the best for this part?ular business.

ARIANN I UANINYAY

other factors shoul
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Appendix A
Introduction to WEKA

This chapter describes the WEKA software which is the tool for training neural

network.[22] The WEKA was developed ! iversity. of Waikato, New Zealand, and WEKA

stands for Waikato Environn o KrnoWiedg utSide the university the WEKA,

muisitive nature found only on

the islands of New ( 7 | ‘ "i.\r.\;\ erms of the GNU General

Public License thatii te N ca 1 with any platform such as Linux,

Window, and Maci aven ¢ f 3| digital assistant. It can
provide a uniform int iffarent learnin .9 ithms, along with methods for pre
and post processing a ! ; '7 flea \\\\ emes on any given dataset.

The easiest 7 ca user interface called the

Explorer.
1) Exploring the Expl

WEKA has six tabs at the r‘-f'f- .6 .m ]
e

ow in A.1 and A.2. There are all tabs

as following:
- -
-
LF N
1. Preproce “ O ays.
. ' : A .
2. Classify: To n learning scheme at perform classification or regression and to

evaluate them. f

SC'F% LHARHRINEINT

4, Assﬂate to Learn association rules for the data and to evaluate them
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Status box and Log button are at bottom of every panel. The status box displays

messages in order to keep informed about what's going on

r‘ ﬂﬁ "
T anributes  Viswalize |
{ oOpenfile.. ) [ O Bdie. V[ Sae., )
Filper II
_f Chouse | None [ Agply l...
rurrent telatio 5
Relation: weather Twpe: Nominal

Instances. 14

[Su.lus
ALl LIS VVEN A X

4.2 Filtering algorﬂns

Unsupervised ar? ‘sgervised are the filtar}in WEKA when a filter is selected using

choose ﬂnﬂoﬁjrﬁgnw %ﬁaw Ej%ﬂ@i are often applied

to a traininqpataset and then also applied to the test file. When the filters is supervised, it
Ises: togderiv. inte ‘r'ic' i #p"'t 't% il bias
applied to the test data. It must be careful to ensure that the results are evaluated fairly

when supervised filters are used, an issue that does not arise with unsupervised filters.
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-
-y
R

i

Unsupervised and‘uﬁvised filtering methéds were treated separately by WEKA. The

s ks b ') b Ve ot ok o v on o

instance. Tﬂre is a further dlstlnctlon?etween attrlbute filters and instance fll

ammmmummmaa

q 4.2.1 Normalization

If the neural network were used directly, the effects of some attributes might be

completely dwarfed by others that had large scales of measurement. So, it means that
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different attributes are measured on different scales. Consequently, it is usual to normalize

all attribute values to lie between 0 and 1, by calculating

(4)

Where Vi is the actual value of atirib! - e maximum and minimum are taken over all

instances in the training.s

4.3 Learning algorithm
When select a | i AMm=us 5 ‘4» Table A.1(a) and (b) lists

Wake's classifiers assify-pang ‘ categories such as Bayesian

classifiers, trees, rul assifi a final m scellaneous category.

ﬂ‘lJEJ’JVIEWITWEJ"Iﬂ?
ammnmumwmaﬂ



Mame Function
Bayes ADDE Averaged, one-dependence estimators
Bayesiet Learn Bayesian nets
ComplementNaiveBayes | E aLomplement Naive Bayes classifier
NaiveBayes - Standard propabilistic Naive Bayes classifier
Hﬂiveﬂayesﬂ-ﬁ.rh T i3 1 s e 3
5 classifier that learns one instance
Trees 5
Build one-level 2ES
Basic di L:ﬁ'"“ T‘ ion tree algorithm
' Gisie '| ez Iements C45 revision 8)
" ‘\j:. - -
ccision roe w ve Bayes classifiers at the
"'.l
&‘w\ | |~ s 3 given number of random
[ N
"k K duc d-error pruning
n ‘ Emsmn tree
Rules 4“' E

m jority classifier
, affective rule induction
from model trees built using M5’
or methed of generating rules using
alized exemplars

a partial decision trees built using J4.8
rithm for rules

I or the average value

‘J

I Table A.1(a): Classifier algorithms in J"IJ |

ﬂ‘UEJ’J‘VIEMﬁWEJ’lﬂ‘i
QW']ENﬂ‘ml UANINYA Y

41
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MName Function

Functions LeastMedSq Robust regression using the median rather than the mean
LinearfRegression Stand ard linear regression
Logistic near 1uu|sm: regression models

MuitilayerPerc eptron
PaceRegression ssion models using Pace regression

P 3515 function network
255000 model based on a single attribute

ssion models with built-in
ization algorithm for support

ion algorithm for support

ittiplicative updates

Lazy hased learner
' ‘.."» d distance function
Eigﬁted learning
Misc. ased on

face
e hod, simple and fast

4.3.1 Neural netwo

Neural net f"'jz;;lr:l-ll:lllL‘IlaIlll-I):l_;'.lllll):lll:llllll-;ﬁ 7";5 e/ eptfon |t d|ffers from

the other schemes F C3 0 q-iq isted under functions in

he diagram in A.3 appears in a separat

Table A.1(a) and ( indow, when load up the

:::jf‘:ﬁﬁﬂiﬁ ﬁﬂﬁ%fﬁ”mﬁ“ )
AMIAINTAUUMINGIAY
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¥
There are three layer ' ) a cated on the left with one
rectangular box for each at 6. Hic L '_ or 15 ext to it which all the input
nudes are connected. The yer utpul ha located at the right. The output

nodes represent the classes that are-fabels at f:

~ --'.--.-'_. '*7 ._,'rl'

Regarding, config ou can,control the learning rate.

The momentum - data called epochs. When

you click start butt ation of the epoch, and the

he Zill dl C
J
i
error for that epoch is shown at the lower left of the panel in A.3. Note that the error is based
‘o, o |
o vﬁ:ErTiﬂ E]:ﬂoivﬂ Hﬁﬁljs .
depends oqll e class i ized. nit pecified!number of epochs is

reached, the network stops at point which you can accgpt.the result or increasglthe desired

FRARSAIRAIRIER D
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These variables set the values by the parameters learning rate and momentum which
can be overridden in the graphic interface. The learning rate to decrease with time was

caused by a decay parameter that divides the starting value by the epoch number to obtain

the current rate. This sometimes |

the answer. 7 ,
The number of
percentage of the "

training continues unti - /alidat starts to deteriorate consistently-

rameter. Alternatively, a
validation-SetSize): then
or until the specified alidation set is used, if the

percentage is set t ation set error can deteriorate

before training is stop N " th valld eshold parameter.
Default in the Multilay ' otre ,' ' _ : oecify the nominalToBinaryFilter filter;

turning it off may improve per oﬁ" nCE on: *;: ich the nominal attributes are really

ordinal. The at ibute I AN ormalizeAttributes and

normalizeNumerieGla

4.4 Evaluating numenc@rﬂctlon

PR P P oo

following; 1

QIR Ty

itself. Mean-squared error trends to be the easiest measure to manipulate mathematically

when compare with many mathematical techniques. The mathematicians said that it is well
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behaved. However, mean-squares error has no particular advantage; all the performance
measures are easy to calculate.

4.4.2 Mean absolute error is an alternative measures that is an average the magnitude

of the individual errors without ta ACCO heir sigh. Mean-squared error tends to
exaggerate the effect of outliers-instance, whi )n error is larger than the others.
But absolute error dogs_not have this effect @of error are treated evenly

according to their
Sometimes me lute error values that are
of importance. Forﬁ' ) or the error of 0.2 in a
prediction of 2 that is | average of absolute error will
be meaningless. The re L 2 S, 5 effect would be taken into account

by using the relative error _ alculation or the mean absolute error

quite different that the error is made

4.4.3 Relative squared errorifefers o som

4 had been used. The average of the

relative to what it would have ef.gg ifa simplesg
actual values from.the < -_;o . So, relative squared
}J total squares error of

the default predictoﬂ m

4.4.4 Relative absqﬂ’ﬁrror that is the sarwmd of normalization is the total absolute

oSG R G ARG e

value in tha]a three relative error measures.

VTR T ML TR

is the perfectly correlated results, through 0 value is no correlation, then -1 value is the

error takes the ﬁ’( 0

=

perfectly correlated negatively results. Normally, negative values should not occur for
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methods of reasonable prediction. Correlation is slightly different from the other measures
because of scale independent in when you take a particular set of predictions. The error is

unchanged when all the predictions are multiplied by a constant factor and the actual

percentage errors. > goed perfarmance, of elation ¢ icient leads to a large value
that is different from.ether I$'mieasurt _ whi performance is indicated

by small values.

— o R m\"&
-y

mean-squared error / ﬂ.{!l:ﬂ

root mean-squared error | Fa TR T
B e

mean ahs
i 1
relative sauarer Iy,
n
root relative Eﬁred Brror — s R .
' Y {6'1 _aV+. (e
relative ahsulute‘rr S A+ — 3|

ﬂmmww

Table A.2: Performance measures for numeric prediction.
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Appendix B

WEKA PROCESS

1. Prepare the in the.v K’-n.g:\;.\ ch use in the WEKA
as ARFF, @S Lo }"\v\n hesis, CSV is selected to be

software such a i olln \
the method.i0 impart the '
] ol B =
2. WEKA interfagés: The explc rg
7z A

*Welka GUI Chooser

r,;:ﬁr J_Y-If‘ i -.;_‘*'7... -E
_& I = VisUal -

: = =
¥ - Sl ==

B.1: WEKA software 3..6.2 interface

AU ANETTNEIN S
QRININIUNRINYIAE
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2.1 Preprocessing: Data can be imported from the files in the CSV format by

clicking the Open file tab. The preprocessing tools can called “filters”.

AULININTNEINS
AN TUNMINYAE
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7 Weka Ex|-:||orer

1

= il 123

103,663

|— b = 24.267

1 |[Ellconsumption 7
z purchase

AULININTNEINS
AR TUUMINYAE
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2.2 Attribute selection: the artificial Neural Network calculated by the
multilayerperceptron method, then set up the value is the essential such as

2.2.1 HiddenLayers: This defines the hidden layers of the neural network. This

is a list of positiv -'.I 1 bafs.
i\ )'

2.2.2  The learin: € amouni'thefWeights are updated

2273 Mom =--=-“-.-|B:i; ----- d to e weights during. dat”’]g
224 Traifing A of epochs {6 tFain through. If the validation
"1“!\“
{ ork early.

Then the the percentage split

70:30 is sele

The consu

[ Weka

B.4: The Exploer building classifiers by MultilayerPerceptron method



The result can be shown as the following;

=== Run information ===

Instances: 372
Attributes: 9

consumptic

scrap
Balance
Currency
Service Level.
minimum order
price

Lead time

Test mode: split 70

v

=== Classifier cE (fu

W

Linear

CAUSINENINYINT

Thresh& 1 0057916397340927

mwm&mumwmaa

Node 3 -1.4065677528593692
Sigmoid Node 1
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Inputs  Weights

Threshold -3.3748273465773058
Attrib purchase 10.837653005699158
Attrib scrap  3.2027340295930165 7

Attrib Balance  -6.12118096753
Attrib Currency -7.673814&
Attrib Service Level =512
Attrib minimum ord -
Attrib price  -7.4498069¢
Attrib Lead time 009
Sigmoid Node 2

Inputs  Weight

Threshold -2.56748016

Attrib purchase 2.77
Attrib scrap  2.4473539
Attrib Balance  3.21800 rf:’}.

Attrib Currency  -8.977460 jg,xu;ﬁ e"
Attrib Service Leve
Attrib minim F
Attrib price  -8. —g 4189

Attrib Lead time™ —O 04505786773608095

Sigmoid Node 3

U ANENINYINT

Threshold 2.313811041 507252

aﬁmmﬂﬁmmmmaa

Attnb Balance 11.78136593334059
Attrib Currency -1.2063080622494868
Attrib Service Level 0.4379194815577779
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Attrib minimum order  0.43390650297315775

Attrib price  -0.9986499061438506

Attrib Lead time  0.02454507301736117
Class

Input

Node 0

Time taken to buil
=== Predictions on test split

inst#, actual, predieted,

1 0.048 0.044 ; -0.(

2 0.009 0.009
3 0007 0.008 0.001

40019 0018 -0.001 .

5 0.016_ )01 e

6  0.008 ;,

7 0.027 ._‘;t

8 0014 0014 0

i N 03‘ £0.03

- BB TMENINGINT

0.009  0.001

Qﬁﬁﬁ\?ﬂqﬁwuﬁﬂﬂmﬁﬂ

0.019 0.018 -0.001
15 0.009 0.01 0
16 0.01 0.01 0.001



17 0.013 0.013 O

18 0.021
19 0018
20 0.1
21 0.015
22 0.013
23 0.007
24 0.004
25 0.011
26 0.008
27 0.009
28 0.009
29 0.009
30 0012
31 0.012
32 0.011
33 0.125
34 001 ¢
35 0.011 '
36 0.301

37 0015 0014 0

- BB RN TNYINS

0.038 -0.001

ammmmumwmaﬂ

0.016  0.016  -0.001

©

44 0.011  0.011 O
45 0.018 0.017 -0.001



46 0.015

47 0.004

48  0.004

49  0.008

50 0.009

51 0.057

52  0.008

53 0.054

54 0.015

55  0.009

56  0.017

57  0.009

58  0.037

59 0.013

60  0.011

61 0.01

62  0.007

63  0.026

64  0.008 |

65 0.01

66  0.011 B
67 0. 05 #550.001
- KUBTNANINYINT

0.011

ﬂmmmmum'mmaﬂ

72 0.008 0.009 0.001
73 0.005 -0.015 -0.02
74 0.007 0.013 0.006



75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
9%
97

0.009 0.01 0.001
0.007  0.008  0.001
0.013 0.013 0

0.015 0.014 -0.001
0.01  0.01 :
0.008
0.031
0.031
0.005
0.008
0.014
0.035
0.013
0.007
0.01
0.012
0.009
0.009
0.001 |
0.008

w

0.02

- RUETNN NN

0.016  -0.001

9 -0.001

ammmmmwmaﬂ

101
102
103

0.006 -0.007 -0.013
0.011  0.011 O
0.103  0.115  0.011

57



104 0.011 0011 O
105 0.009 0.01 0.001
106 0.013 0.013 O

107 0.001
108  0.011
109 0.022
110  0.01

111 0.007
112 0.007

=== Evaluation on te

=== Summary ==

Correlation coefficient

i
Mean absolute error
Root mean squared error
Relative absolute error
Root relative squarec

Total Number o "P

AU ININTNGINS
ARIAINTUNNINGAY
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