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CHAPTER 1

INTRODUCTION

Let X = {zy,75,...,2,}. Foragivend € Rand a;,¢;,G;6 € RVi = 1,2,...,n

where ¢; < ¢;, we call the equation Z a;c; = d where the unknown ¢; € [¢;, ¢

=1
n

Vi =1,2,...,nas an interval linear equation. And we call E ¢;x; where the unknown
=1
¢; € [¢;, @] as an interval linear combination.
n

Let us consider an interval linear combination E ¢;z; such that ¢;’s have the interval

=1

n
E ;C; = d
g=1

linear relation

where ¢; is an unknown parameter in the interval [¢;, ¢;|, such that ¢; < ¢,
x; isanelementin X = {1, xs,...,2,},
«; 1is a known of ¢;’s,
d is a known parameter.

L. M. De Campos, et al. provided algorithms for finding the smallest and the largest
expected values of a probability interval linear combination with probability interval in
[1]. We study and prove the Algorithms in [1]. Then we try to apply these Algorithm to
find the smallest and the largest values of a general interval linear combination with the

n
linear relation Z a;c; = d where ¢; € [¢;,¢;] and ¢;,¢; € R. Then we write a code for

i=1
finding the minimum and the maximum values using Python language.

The interval linear combination can be adjusted to be a probability interval linear
N

combination Z pit; where p; is an unknown probability in a probability interval and

t; € R. Whenz\:zvle concern only on non-negative lower bound ¢;, Vi = 1,2,...,n, it had
been shown in [2]. However, the boundaries of ¢; are not always greater than or equal
to zero. So, we will provide a method for adjusting the interval linear combination to
be a probability interval linear combination when ¢; and ¢; are not only non-negative
values. In other word, in this project we concern the general case when ¢; is an unknown

parameter in the interval [c;, ¢;] such that ¢; < ¢; and ¢;,¢; € R.



We first provide some properties of probability interval, a method finding the small-
est and the largest expected values and a proof of an Algorithm for finding the smallest
and the largest expected values in Chapter II. A method for adjusting an interval linear
combination to probability interval linear combination is shown in Chapter III. Chapter
IV serves the Algorithm to find the minimum and the maximum values of linear com-
bination with interval linear equation. The final chapter is served for the conclusion of

this project.



CHAPTER 11

PROBABILITY INTERVAL

In this chapter, we present all basic knowledge needed to find the lowest and the
largest values of an interval linear combination. We start with properties of probability
interval. Some basic idea of extreme probabilities will provided. Furthermore, We prove
that probability got from Algorithm 1 and 2 provide the smallest and the largest expected

values when a probability interval is given in the last section of this chapter.
2.1 Definition of probability interval

Let X = {x, 29, ..., x,} be the set of all n realizations of a random variable z and
L={[liu]]|0<l; <u; <1,i=1,2,...,n} be afamily of intervals bounded by 0
and 1. We can explain these intervals as a set of bounds of probabilities by defining the

set & of probability distributions on X as

yz{Pz(p17P2w~-7pn)IZiSPiSUm sz‘:l}- (2.1)

i=1
Then the set L is called a set of probability intervals (or probability interval, in short),
if there exist p; € [l;, w;], forall i = 1,2, ..., n such that Zp"' =1, and & is the set of

i=1
all possible probabilities associated to L.

In order to avoid the emptiness of set 2, it is necessary to have more properties on the

intervals which is called proper. A probability interval L is called a proper probability

D L1 (2.2)

interval if

In addition, we can also associate with the proper intervals [l;, u;] by presenting a

pair (I, u) of the lower and upper probabilities through & as follows.

[(A) = inf p(A) and u(A) = sup p(A),VA C X. (2.3)

155 PEZ

Therefore, [({z;}) = inf p; > [; and u({z;}) = supp; < w;. We use these two
pPEZ peE
properties to get the tight bound of each interval.



2.2 Properties of probability interval

A proper probability interval must also have the following properties to ensure that
the lower bound /; and the upper bound u; of the probability interval can be reached by

some probabilities in the set &, so called a reachable probability interval.

Definition (Reachable). Let L = {[l;,u;] |0 <[; <wu; <1,i=1,2,...,n}beaprob-

ability interval. If there exist p;,q; € [l;,u;] forall j € {1,2,...,n} such that Vi,

l; + Z p; = land u; + Z q; = 1, then L is called a reachable probability interval.
i J#i

Theorem 1. Given a reachable probability interval
L={[liu]|0<; <w;<1,i=1,2,...,n},

we have

 lituw<land Y uy+l>1, Vi=1,2,...,n (2.4)
i i

The conditions (2.4) guarantee that the lower bound /; and the upper bounds u; can
be reached by some probabilities in #2. Sometimes probability interval is not reachable,
we must change it to become a reachable probability interval. Now, let us see through the
series of theorems how to modity a probability interval to be reachable without changing

the associated set of possible probabilities .

Lemma 1. Let L = {[l;,w;] | 0 <, <wu; <1, ¢ =1,2,...,n} be a set of proper

probability intervals and

lz’-:max{li,l—Zu]} andugzmin{ui,l—le}, forall:=1,2,...,n

i i 05
Then I} < ul,foralli =1,2,....n.



Proof. We will show that [, < u,foralli =1,2,... n.

Case I: ligl—Zujanduigl—le.

J# J#
So, Il = max{l;, 1 — Zuj} =1- Zuj
J# J#
< u; = min{u;, 1 — le} = u.
J#
Casell: [, <1-— Zuj and u; > 1 — le.
J# J#
So, Il = max{l;, 1 — Zu]} =1- Zuj
J# JF
<1- le = min{u;, 1 — le} = u.
JF JFi
CaseIll: 1;>1-Y wjandu; <1—Y 1.
JFi J#
So, Il = max{l;, 1 — Zu]} =%
J7i
< u; = min{u;, 1 — le} = u.
JF
CaseIV: [;>1-> wjandu; >1-> ;.
J#i JFi
So, Il = max{l;, 1 — Zu]} e, <
JF
1— le = min{u;, 1 — le} = u.
J#i J#
From Case I - IV, we have I} < u}, foralli =1,2,...,n. O

Theorem 2. Let L = {[l;,u;] |0 <[; <w; <1,1=1,2,...,n}and L' = {[l},u}] |
0<li<u, <1, i:1,2,...,nwherel§:max{li,l—zj#uj} and

u;:min{ui,l—Z#ilj}foralli:1,2,...,n. Then &2 = &'

where & = {P = (P1:p2s -, pn) | i < pi S, Zpi = 1} and

=1

e {p’ = (P P [ 1 <Pl <l Y pi= 1}-

i=1
Proof. From Lemma 1, we have [; < I/ < u} < w; foralli = 1,2,...,n. Thus
P C . Onthe other hand, letp = (p1,p2, ..., p,) € & and we have Zpi =1. We

=1

will show that I} < p; <wu,Vi=1,2,...,n. Consider [, < p;.



Casel: Ifli=1,thenl, =1 <p,.
Casell: Ifll=1-— Zuj and we have p; < u;, Vj.

J#i
d.p < D

JF# J#

—1+pi+zpj < —1+pi+2uj
in J#i
_1+Zpi < _1+pi+zuj
i=1 i
0 < —l4pi+> u
J#i
1 - Zuj < D
J#i
i < pi.
From Case I - II, we have [, < p;, forall i = 1,2, ..., n. Consider p; < u!.

CaseI: Ifu, = u;, then p; < u; = ul.
CaseIl: Ifu,=1-— Z l; and we have [; < p;, Vj.

J#
) agn NI
J# J#
pi—14> L < pi—1+) p
J#i . J#
p—1+> 5 < ) p—1=1-1=0
j#i i=1
Pi — 1 + Z lj S 0
J#
2ot Ellvie Z ¥
JF#
pi <.
From Case I - II, we have p; < u/, foralli =1,2,... n.
Hence, ! < p; < ul,Vi. Thenp € &' and thus & C &', O

According to Lemma 1, we can replace the original set of probability intervals L to
L’ defined in (2.5) without affacting the set &. This replacement permits us to refine the
probability bounds that define & in such a way that these bounds can always be reached,

as shown the next theorem.



Theorem 3. The probability interval L’ defined in (2.5) are reachable.

Proof. We will prove that Zl; +u; < 1,foralli=1,2,...,n.
J#i
Let:=1,2,...,n.

Casel: Vj#id,andl; >1— Zum, then l; =1;,Vj #1

m#
From (2.5), we have u; < 1 — Z l;
J#i
So. Y Uil <> U+ (1= 1)
J# J#i J#i
=> (-1 +1
J#
=0==1 =1
CaseIl: Vh#i,andl, <1 — Zum, thenl) =1 — Zuj.
J#h i#h
So, Y Ui = Ll 4
J#i J#ih
= Zl;—l—(l—Zuj)%—u;
J#ih J#h
- Zl;—(Zuj—|—ui)+u;+1
j#ih j#ih
=D (=) + (0 —wi) + 1
jAih
<0+0+1=1.

FromCaseI—II,wehaveZl;+u’i <1,foralli =1,2, ..., n.

J#i
We will prove that Zu; +1;>1,foralli =1,2,...,n.
J#
Casel: Vh #i,andu, > 1— le,thenu% =1- le.
j#h Jj#h
So,Zu}—i—l; = Zu&%—uﬁﬁ-lé
J# J#ih
=3 w+ (1= 1)+
J#ih J#h
=3 ui— (> L+ ++1
i j#ih
=3 W)+ -1)+1
J#ih

>0+0+1=1



Casell: Vj#id,andu; <1— Z l,,, then u; =uj .

m#£j
From (2.5), we have [; > 1 — Zuj
i
SO,ZU; +1; > Zuﬁ (1 —Zuj)
JFi J#i JF#i
=Y (W —uy) +1
J#i
—0+1=1
FromCaseI-II,wehaveZu;+l; >1,foralli =1,2,...,n. O

J#i

When we have a reachable probability interval, we will find all of the possible prob-
abilities p € 7 to obtain the smallest and largest expected values by Algorithms in
Section 2.3.

2.3 Extreme probabilities

Let X = {x1,29,...,2,} be the set of all n realizations of a random variable x,
where each x; has its corresponding unknown probability p; bounded by [I;, u;]. Without
loss of generality, if 1 < 25 < --- < x,,, LM. de Campos, et al.[1] provided probabil-
ities p and q that give the smallest expected values £ () and the largest expected values

E(x), respectively.

Extreme probability is based on the assumption that when we want to have the small-
est expected values. If the realization of z; is less than or equal to x;, then probability

p; should be closer to the upper bound than probability p; forall 7,7 = 1,2,... ,n;ie.,

k—1 n
(plaan v >pn> = (u17u27 vy Uk—1, 1— Zuj - Z ljalk:-‘rlv .- '7ln)>
j=1

Jj=k+1
k—1 n
where k is the index such that [, <1 — Z uj— Z l; < uy. On the other hand, when
j=1 j=k+1

we want to have the largest expected values, if the realization of x;is less than or equal
to x;, then probability ¢; should be closer to the lower bound than probability g; for all

1,7 =1,2,...,n;ie,

h—1 n
(Q1>Q27- .- aQn) - (l17127 s 7lh—1a 1— le - Z ujvuh-i-la' .- aun)a
j=1

j=h+1



h—1
where h is the index such that [, <1 — Zl — Z uj < Up.
Jj=1 j=h+1
The smallest expected values E(x Z pix;, where p; is a probability computed

=1
from the following Algorithm.

Algorithm 1 for p = (p1,p2, ..., Pn)

S+ 0

Fori=0ton—1do S + S+ u;

S« S+1,;

k < n;

While S > 1do S S —up_1 + 13 pr < li; K~k —1;
Fort=1tok — 1dop; < u;;

pr— 1 =541

The largest expected values E(x Z q;x;, where g; is a probability computed

=1
from the following Algorithm.

Algorithm 2 for g = (q1,q2, . - ., Gn)

S+0

Fori=0ton—1do S + S+ I;

S S+ uy;

k < n;

While S <1doS <+ S+ up 1 —lp_1;qe < up; k< k—1;
Fort=1tok —1doq; + [;;

qe < 1 — S + uy;

At this end, we provide the proof of Algorithm 1 and 2, since there are no proofs

provided in [1].

Theorem 4. For a given reachable probability interval L = {[l;,w;] | 0 < [; <
w; < 1,4 = 1,2,...,n}, let X = {x1,29,...,2,} be the set of all n known real-
izations of a random variable =, where each realization x; has its corresponding un-

known probability p; such that pz [Zl, wl. fxy < a9 < -+ < z,, and there exists

an index k such that p, = 1 — Zuj Z lj € [lg,ux), then (p1,p2,...,pn) =
j=1 Jj=k+1
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(w1, U2y ...y Uk—1,Pks lgs1, - - -, 1) providing the smallest expected value. Similarly, if

h—1 n

there exists an index A such that g, = 1—le— Z u; € (I, up),then (q1, 2, ..., qn) =
j=1  j=h+1

(l1,lo, ... lh—1, Qn, Upt1, - - -, uy) providing the largest expected value.

Proof. Suppose there exists an index k& € {1,2,...,n} such that
pe=1—w —us— - — U1 — b1 — lego — - — by € [l ).

We want to show that (p1, pa, ..., Dk -« -, Dn) = (g, U2y ooy U1, Py Lpt1y - -+, L) S
providing the smallest expected value E(x), when realization of x are {x1, xs,..., T}
where 11 < 29 < --- < ,,.

Let (p1,p2,.-.,pn) be any probability where p; € [l;,u;] i =1,2,...,n
Let 0;=u;—p;, Vi=1,2,....k—1 = u; = p; + 0;

Bi = pi — L Vi=k+1,k+2,....n =1l;=p —p

E(z) = xip1 + ap2 + -+ + Zypa
> zip1 + Tapa + 0 F Tupn + (21 — T)01 + (T2 — k)02 + -+ (Tp-1 — Tk ) Op1
+ Tk — Tp11) Bryr + (Th = Tpg2) By + - + (T — 20) B
= 21(p1 + 61) + xa(p2 +02) + - - + Tp—1(Pr—1 + O—1)
+ 2k(pr — 61 — 02—+ - — Ok—1 + B + Bry2 + -+ + Bn)
+ T 1 (Prr1 = Brr1) + Trro(Dkr2 — Bry2) + -+ + 20(pn — Bn)

= Ty + ToUg + -+ Tpo1Up—1 + TPk T Thyrlirr + Tpgalpy + -+ 2l

The proof of the largest expected value can be done in the same fashion. [



CHAPTER III

LINEAR COMBINATION WITH INTERVAL LINEAR
EQUATION

In this chapter, we transform an interval linear equation to a probability interval then
use probability interval properties to get the maximum and the minimum values of a

linear combination with interval linear equation.

3.1 Adjusting [¢c,, ¢;] to be non-negative interval

In this section, we will show how to adjust Z a;c; = d where ¢; € [¢;,¢;] for the

=1
N

given o;,¢;,¢;,d € R to the form of an interval linear equation Z o' = d where
i=1
¢, € [d;, i) such that ¢ > 0 for some N € N. It is reasonable to discard the case when

a; = 0 and ¢; = ¢; = 0 out of our consideration. Note that we will use the notation
—la, b] to represent {z | —b < x < —a}.
Lemma 2. For the given «; # O ¢i, G, d € R where ¢; < ¢ and ¢, ¢; are not zero at the

same time, 7 = 1,2,...,n, let Z a;c; = d, where ¢; € [c;, G]. Then there exist N € N
=

and o, ¢}, ¢, € Rwhere 0 < ¢, < ¢, i = 1,2,...,Nsuchthat2a§c;:dwhere

19 710 1
i=1

Proof. In order to get non-negative values of ¢;’s , Vi = 1,2,..., N, we split [¢;, ¢;] into

three cases as follows :
* case ¢; > 0: [¢;, ;] stays the same,
 case < 0: [c,@) = —[[@l, e

* case ¢; < 0and ¢ > 0: [¢;, ¢ is splitted into [c;, 0] and [0, ¢;]

Letly ={i|¢, >0}, Is={i|¢ <0and¢; <0}and I3 ={i| ¢ <Oandg; >0}

and |]1| = Ny, |IQ| = N9 and |[3| = ns.
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Zacz—d
ZCYC@‘FZOéCr"ZOéCZ—d

S i€l SIES

We reorder the indices of «; and c; by using the first n; indices as the indices of «;
and c¢; in I, then the next ny indices as the indices of «; and ¢; in I, and the last ng

indices as the indices of «; and ¢; in I5.

ni+nz
g ajcj + g a;cj + g ajc; =d
Jj=n1+1 J=nit+n2+1

Since, if ¢; < 0 and ¢; > 0, the interval [c;, ¢;] can be splitted into [c;, 0] and [0, ¢;]

Therefore,
n1+n2 n+ns
Zozjc]—l— Z a;cj + Z a;cj + Z ajc; =d
=n1+1 ] =ni+no+1 j=n+1
WV - ~ Vo
(1) (2) (3) 4)
where,
*in(l): aj =ajand¢; € [¢;,¢;] when j =1,2,... n
*in(2): a; =ajand ¢ € [¢;,¢] when j =ny + 1,1 +2,...,n1 +ny
*in(3): o = and ¢; € [¢c;,0] when j =n1 +ny +1,n1 +n2+2,...,n
*in(4): aj =aj_p,andc¢; € [0,¢_, ] Whenj=n+1n+2,....,n+n3
In (1), since ¢; > 0, we use ; = o and ¢ € [¢;,¢;] when j = 1,2,...,m4
In (2), since ¢; > 0, we use o; = —a; and ¢ € [|¢;|,|c;|] when j = ny + 1,1y +
2, ..., +No
In (3), since ¢; < 0, we use a; = —a; and ¢ € [0, |gj|] when j = ny +n9 + 1,01 +
N9 + 2, ooy

In (4), since ¢; > 0, we use o; = ajand ¢; € [0,¢;] when j =n+1,n+2,...,n+ny
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Thus,
ni ni+nz n n+ns
!0 0 ! rr
Do+ D aig Yl Y apd=d
j=1 j=n1+1 j=ni+nz+1 j=n+1

n+ns

1y
E ac; =d
i=1

n
Now, the interval linear equation 5 a;c; = d where ¢; is an unknown parameter

=1
N

in the interval [c;, ¢;] was adjusted to be an interval linear equation Z aic: = d, where
i=1
N = n + ngs, with non-negative interval [¢;, ¢/;]. In other word, ¢/, > 0. O

3.2 Transformation of an interval linear combination
n n
Aninterval linear combination Z ¢;x; such that ¢;’s have the linear relation Z oc; =
i=1 i=1
d when ¢; is an unknown parameter in a given interval [c;, ;] such that ¢; < ¢; where
¢; > 0 and ¢;, ¢ are not zero at the same time for the given o; # 0,d € R can be ad-
N N
justed to be a probability interval linear combination Z p;t; such that Z p; = 1 where
i=1 i=1
pi € [l;,u;] and t; € R for some integer N, by the method presented in this section. We
n N

first convert an interval linear equation Z oic; = 1to Z p; = 1 for some N € N.
i=1 i=1

n N
Then we convert Z c;x; to Z pit;.

=1 =1
3.2.1 Transformation of interval linear equation
After we can adjust all boundaries ¢;, ¢; to the non-negative ¢, % Vi=12,...,N,

in this subsection, we assume that all boundaries are non-negative. We will show how
n N

to convert Z a;c; = d where ¢; € [¢;, ;] to become a Zpi =1,3IN € N.
i=1 i=1

n
Consider Z a;c; = d. Since ¢; € [¢;,¢;], we must check first that there exists
i=1

n
¢ = (c1,¢9,...,¢,) € (c,c) such that Z a;c; = d, or not. In other words, we have to

i=1
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check that
n n
min a;c; < d < max 5 ;G 3.1
ci€[c; 6 Py ci€lc; Gl i1
where
min ozlcZ g ;cj + E a;c; and max 5 o;C; = g a;c; + E a;Cj,
Ze bt 2 6 . .
ciclentil 52 jed j€J2 ciclentil je j€Js

such that J; = {j | a; <0} and J, = {j | ; > O}.

After we check the validity of the interval linear equation, we now try to transform

Z a;c; = d where ¢; € [¢;,¢;] to become a proper probability interval as stated in

=1
Lemma 3.

Lemma 3. Letd € Rand o; € R\ {0} forall7 = 1,2,...,n. Then the system

Z a;c; = dwhere ¢; € [¢;, ¢], ¢; > 0and¢; # 0 can be transform to the corresponding

=1
n+ni

system Z pi = 1 where p; € [l;,w;], ny = |Ji| and J; = {j | o; < O}.

i=1
Proof. We will consider only the case d > (. In case of negative value of d, we can
multiply both side of the equation by -1. Let J; = {j | o; < 0}, Jo = {j | o; > 0}
where | J;| = ny and |J2| = ny. Define ¢j,e,, = ¢; — ¢;, for each j € J;.

Then for any unknown ¢; € [¢;,¢;| i =1,2,... n, we have

zn:OéiCi =d
i=1
Z a;cj + Z ac; =d

JjeJ Jj€J2
Z a;c; + Z a;c; + 2 <Z|aj|6j> =2 <Z|aj|6j +d
JjEJ1 JEJ2 JEJ1 JEJ1
D lail@ =) + > aie+ Y lagle; =2 (Z\%’\C_j +d
je€J JjEJ2 jeN jeEJ
D lalcinen + Y _lajle; + > layle; =2 (Z\%‘\@ +d.

Jje J€J2 Jje J€J1
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Let D =2 <Z|aj|6j> + d. Since D > 0, we have

YISO
D lailcimes + Y _lajle; + >l

JEN JjE€J2 JeN

=1 3.2
D (3.2)
vt |C1new |y |Crynew Oy 41]Cy 41 la|cn | |as]e o, [Cn,
Hlifnew o e immlP
D + D + D Tt D D D
—— ~ ~ N ~ d —— = ——
pP1 2 0 Pny Z 0 Pnq+1 Pn 2 0 Pn+1 Pn+nq > 0

pr+pet A Dugn, =1

AS Cjney in (3.2) is an arbitrary value where cjne, = ¢ — ¢; € [O,Ej — gj}, SO

|atj|Cinew 181N [0, las] (¢ — Qj)]. Since p;’sdependson ¢; € [¢;, ¢;] and ¢jpey € [O,Ej — gj} ,

the boundary [l;, u;] for p;’s can be represented as
e ;=0 and ui:min{m%J}, ifi=12 .. n

_ |vi le|c;

C: )
e ﬁ and ui:mm{

,1}, if i=ni+1,nm+2,...,n

:w and ui:M, ifi=n+1n+2,...,n+n

. lz
D D

]

3.2.2 Transformation of interval linear combination

n n
Lemma 4. Z c;x; where Z a;c; =d, ¢ € [ﬁ, cls ¢; > 0 and ¢; > 0 can be trans-
=1 =1

n+ni
formed to Z pit; where p; € [l;,u;] and t; € Rforalli =1,2,...,n+ ny.
i=1

n n+mny
Proof. By Lemma 2, we can transform Z o;c; = d to Z pi = 1 where p; € [I;, u;,
i=1 i=1



16

foralle=1,2,....,n+ny.

n n
E CL; = E Cﬂ:i_'_g iji_ E Ejl‘i
=1 =1

jeN je€J

=Y @G-y + Y T+ Y gy DY =

jen i€l jen
= Cinewty + )T+ DT

JjeJ1 JEJ2 JEJ1

n1 n n+ni —

|| Cinew \  DY; |lajle; D |la;[e; D

=> ( )(—) + ( () + ( ()

2T+ 2, G+ 2 G

n+ni

= Z piti-
i—1

i|Cinew Dz .
where pi:&, 175 i <0 Vi=1,2,...,ny,
D |Oéz|
pi:%, tl: 4 >0 v22n1+1,n1+2,...7n7
D |C¥l|
i—n_i—n D i—n .
pi:&’ t; = X >0 vZ:n+1,n+2,...,n—i—n1. O
D ‘aifn‘

n

Now we transformed the interval linear combination Z ¢;x; such that ¢;’s have the

=1
n

linear relation Z a;c; = d when ¢; is an unknown parameter in a given interval [c;, ¢;]
i=1
such that ¢; < ¢; for the given o;; # 0,d € R to be a probability interval linear com-

N N
bination Z p;t; such that Z pi = 1 where p; € [l;,u;] and t; € R for some integer
=1 7

=1
N. So, we can get the smallest and the largest expected values of interval linear com-

bination by using Algorithms from the last section of chapter II. Because the interval

linear combination Z c;x; is equivalent to the probability interval linear combination

i=1
N

Z p;t;. Then, The minimum and the maximum values of linear combination with in-
i=1
terval linear equation be the same as the smallest and the largest expected values of the

probability interval linear combination with probability interval, respectively.



CHAPTER 1V

EXAMPLE AND ALGORITHM

In this chapter, we provide an example and Algorithm for finding the minimum and

the maximum values of linear combination with interval equation by using Python lan-
guage.

Example Find the largest and the smallest values of 5¢; — 3co whenc; + ¢, =7
and ¢; € [—1,6], ¢p € [1,5].

Solution  We first adjust interval to be non-negative interval as follows :

* [—1,6] is splitted in to [—1, 0] and [0, 6]

* [1, 5] stays the same

So, the interval linear equation ¢; + co = 7 is adjusted to be o) ¢} + aycly + oy, = 7

where ¢} € [1,5] and o/} = oy = 1,
L €10,1] and oy = —ap = —1,

L €0,6] and oy = a3 = 1.
3
Then, we must check that there exists ¢ = (¢}, ¢}, ¢3) such that Z aic; =7, or not.

i=1
In other words, we have to check that

min Za <d< max Zac

cield; cl] ciele; i
where J; = {j | o < 0} and J, = {j | o/, > 0},

min_ Zac = Za -—l—Za}c_’j:(—1)(1)+(1)(1)+(1)(0) =0 and

cield;,cs

JjEJ1 JjEJ2
max Za =Y did;+ > aid; = (=1)(0) + (1)(5) + (1)(6) = 11
Gele Cl] jeh1 JEJ2

After we check the validity of the interval linear equation, we try to convert the

interval linear equation to a probability interval.
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Since af, = —1 < 0, therefore
aych +ahcy Fasey =d S pr+patpst+pa =1
We have —c}, + ¢} + ¢4 = 7 Then

Gt t+a =T
—cy &+ +2(|-1]dy) = T+ 2(]—1|c%)
[—1[(cs — cb) + [1]ey + [1]es + [=1|cp = 7+ 2(1)
Copew + €1+ 5+ b =9
Conew | [ A |

C3
S T |
9 "9T9 Ty

pr+pa+pst+pi=1

! 01
where p, = _2new ¢ {— ~},

9 99
p — C_g‘ e -1 E-
T 9 |99
p — C_i‘)) E _9 §-
T 9 |99
p — é 6 -1 1-
T 9 799

Next, we try to transform the interval linear combination to a probability interval

linear combination. Since c; was splitted, so we now have the interval linear combination
3
as; E Gy = Al + cyry + dyy
i=1
where ¢} € [1,5] and ¥} = x, = -3,
¢, € 0,1 and 2}, = —x1 = =5,

¢y €10,6] and 2y = 1 = 5.
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Since, oy =

3

where

—1 <0, then

tw = =3¢ + 5cy + 5y

19

= 5dy — 3¢} + 5cy
= (dy — ch)(=5) — 3¢, + 5¢5 + 5ch
e (9)(5) 11|c}\,9(=3) 11|c5. 9(5) |—1|c>, 9(5)
= pit1 + pato + pats + paty
C,2new 01 9(—I/2) <9>(5>
= € |-, = t 45,
M {9’ 9} ST e T -
¢ 1 5] 927 (9)(=3)
=—€C€ |z =, t _27’
P2=7%9 = 199] 27 e 1]
& [0 6] 925 (9)(5)
_ S22 by e W) _ g5,
P3=7%9 = 199] 37 0l 1]
A 1 1] 975  (9)(=5)
= = ¢ = =1, A= = = —45
Pi="9 = 99| L= 1]

Next, we need to check that each interval of p; has reachable probability property

according to Theorem 1. If the probability interval is not reachable, we can adjust it to

be reachable by Theorem 1.

First, check the proper properties that sum of the lower bounds must be less than or

equal to one and the sum of the upper bounds must be greater than or equal to one:

0+1+0+1:§§1

LY
9 =

1+5+6+1

>
-

After that check the reachable probability properties.

1+0+1+1

Zl +u = 9

.
<

)



5+6+14+0 12
Syl = 20RO 12

J#1 )

O+0+1+5
I

I+6+1+1
Syl — LD

9
J#2

O+1+14+6
le—F'LL;),:T:

#3

J#3 )
0O+1+0+1

le—|—lb4:—°—9—:

J#4

1454641
I

9
i#4

9

1+5+14+0 7
Sty = IO T

2

9

1
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We can see that the probability interval is not reachable. So we must change it to

become a reachable probability interval shown below.

4 :max{
I, —max{

l, = max{

1

9

2

lé:maX{O,l—z}:§
2

1 1
—l-=3==
9 9} 9

1 A
9’ 9

—
|

71_
9

1
9

/ .
U, = min {—,

1—

Ol Ol O~ ©f -]

N——

Ol = Ol Ol O+

Now, we transform interval linear combination with interval linear equation to a prob-

ability interval linear combination with probability interval. Then we get the minimum

and the maximum values of the interval linear combination by using Theorem 4 in Chap-

ter II. The minimum value is -5 and the maximum value is 27.

Next, we provide an Algorithm for finding the minimum and the maximum values of

linear combination with interval linear constraint in Python language.

# —*— coding:

m"imn

Created on Tue

utf-8 —-*-

Jan 15 21:06:05 2019
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@author: siratcha
i=0

A=[]
Aold=[]
Aupdate=/[]
L=T1]
Lupdate=[]
Lprob=[]
U=1]
Uupdate=1[]
Uprob=1[]
Y=[]
Yupdate=1[]
T=1[]

y=input ("Please enter all coefficients: ")
Y=y.split ()

C=input ("Please enter all coefficients of condition: ")
A=C.split ()

d=float (input ("Please enter d: "))

n=len (4)

n0=0

nl=0

m=0

n2=0

D=d

# Adjusting general interval to be a non-negative interval
while i<n:

I=input ("Please enter an interval in form lower,upper : ")
1,u=I.split (', ")

1=float (1)

u=float (u)

Ali]=float (A[1])



Y[i]=float (Y[i])

L.append (1)

U.append (u)

if L[i] >=0: #[+, +]

Lupdate.append (L[i])

Uupdate.append(U[i])
1)
1)

Yupdate.append (

[
Ul
Aupdate.append (A[i
Y[i
)

Aold.append(A[i]

n0=n0+1
if L[i] < O:
if U[i] < O: #A[i][—-,-1-—> -A[i] [+, +]

Lupdate.append(abs (U[i]))

Ali])
Y[i])

(
Uupdate.append (abs(L[i]))
Aupdate.append (-
Yupdate.append (-
Aold.append (A[i])

nl=nl+1l #the number of negative interval [-, -]

if U[1i]

Lupdate.
Uupdate.

Aupdate

>= 0: #[-1,4+u]l—-——> -A[i][0,abs(1l)]

append (0)

append (abs (L[i]))

(

(
.append (-A[i])
Yupdate.append (=Y [i])
Aold.append (A[i])

n2=n2+1 #the number of interval [-1,+u]
i=i+1

i=0

while 1 < n:

if L[i] < 0 and U[i] >= O:
Lupdate.append (
Uupdate.append (
Aupdate.append (
Yupdate.append (
i=i+1
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i=0

while i< (n+n2):

if Aupdate[i] < O:

m=m+1 #the number of negative alpha_i
D=D+2* ( (abs (Aupdate[1]) * (Uupdate[i])))
i=i+1

i=0

while i< (n+n2):

if Aupdate[i] < O:

Lupdate.append (Uupdate[i])
Uupdate.append (Uupdate[i])
Aupdate.append (abs (Aupdate[i]))
Yupdate.append (Yupdate[i])

i=i+1

#Adjusting linear equation of non-negative interval
to be probability interval

i=0

while i<n+n2:

print ("adjusted to probability intervals: ")

if Aupdate[i] < O:

T.append ((D* (-Yupdate[i])) /abs (Aupdate[i]))
upC=(abs (Aupdate[i]) * (Uupdate[i] -Lupdate[i])) /D
Lprob.append(0)

if upC < 1:

Uprob.append (upC)

else:

Uprob.append (1)

else:

T.append ( (D* (Yupdate[i])) /abs (Aupdate[i]))
Lprob.append( (abs (Aupdate[i]) *Lupdate[i]) /D)
upC=(abs (Aupdate[i]) * (Uupdate[i])) /D

if upC <1:

Uprob.append (upC)
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else:

Uprob.append (1)

print ([Lprob[i], Uprob[i]],"with coefficient t=",T[i])

i=i+1

while 1 <n+n2+m:

T.append ((D* (Yupdate[i])) /abs (Aupdate[i]))
Lprob.append( (abs (Aupdate[i]) *abs (Uupdate[i])) /D)
Uprob.append ( (abs (Aupdate[i]) *abs (Uupdate[i])) /D)
print ([Lprob[i], Uprob[i]], "with coefficient t=",T[i])

i=i+1

#proper check

i=0

1=0

u=0

N=n+n2-+m

while 1<N:

1=1+Lprob[i] #calculate the sum of lower bounds
u=u+Uprob[i] #calculate the sum of upper bounds

i=i+1

if 1 <=1 and u >= 1

#if the sum of lower bounds is lower or equal to 1 and
the sum of upper bounds is greater or equal to 1, A set
of probability intervals is a Proper otherwise is not.

print ("A set of probability intervals is a Proper”)

#reachable check if not then adjust to reachable
Xr=[]

Yr=[]

Xcheck=[]

Ycheck=][]

Lprobreach=[]



Uprobreach=1[]

j=0

while Jj<N:

x=sum (Lprob) -Lprob [j]+Uprob[j] #calculate following thm
y=sum (Uprob) -Uprob[jl+Lprob[j] #calculate following thm
Xr.append (x)

Yr.append(y)

j=3+1

for 1 in Xr:

if i <=1:

Xcheck.append (1)

for i in Yr:

if i >=1:

Ycheck.append (i)

if len (Xcheck) ==N and len (Ycheck)==N:

print ("A set of probability intervals is reachable.”)
#if a set of probability interval L is not a reachable,
Now we adjust it to become a reachable by calculated
following theorem

else:

print ("A set of probability intervals is not reachable.”
print ("A reachable set of probability intervals is ")
j=0

while j<N:

a=1-sum (Uprob) +Uprob [ j]

b=1-sum (Lprob)+Lprob[j]

if Lprobl[jl<a:

Lprob[jl=a

if Uprob[j]l>b:

Uprob[j]l=b

Lprobreach.append (Lprob[j])

Uprobreach.append (Uprob[j])

print (Lprobreach[j], Uprobreach[]j])

j=3+1

25

)



#Asc
i=0
S=0

ending order follow x

N=n+nz2+m

P=T]
0=1]
Acal
Lcal
Ucal
Tcal
Ares
Lres
Ures
Tres
Acal
Lcal
Ucal
Tcal
whil

=

]
[]
[]
[]
p=
p=
p=
p=1[]

.extend (Aupdate)

(]
(]
[]
(

.extend (Lprobreach)
.extend (Uprobreach)
.extend (T)

e i < N:

P.append (1)

Q.append (1)

i=i+1

i=0
whil

if min(Tcal)==Tcalli

Ares
Lres
Ures

Tres

e 1 < len(Tcal):

p.append (Acal[i

i

1

(

p.append (Lcal

p.append (Ucal
(

(
[
[
[

p.append (Tcalli

del Acall[i]

del

Lcalli]

26
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del Ucalli]
del Tcall[i]
i=-1

i=i+1

#Algorithml finding probability that will provide samllest
expected value

i=0

while i<N-1:

S=S+Uresp[i]

i=i+1

i=0

S=S+Lresp[N-1]

k=N-1

while S »>= 1 and k>=0:

if k==0:

P[k]l=Lresplk]

else:
S=S-Urespl[k—-1]+Lrespl[k-1]
P[k]=Lresplk]

k=k-1

while 1 < k:
P[i]=Uresp[i]

i=i+1

P[k]=1-S+Lresp[k]

#Algorithm2 finding probability that will provide largest
expected value

i=0

S=0

while i<N-1:

S=S+Lresp[i]
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i=i+1

i=0

S=S+Uresp[N-1]

k=N-1

while S <= 1 and k>=0:
if k==0:

Q[k]=Uresp [k]

else:
S=S+Uresp[k—-1]-Lrespl[k-1]
Q[k]=Uresplk]

k=k-1

while i < k:
Q[i]=Lrespli]

i=i+1
Q[k]=1-S+Uresp k]

ffcalculate the smallest and thelargest expected values
i=1

minE=P[0] *Tresp[0]

maxE=Q[0] *Tresp[0]

while i<N:

minE=minE+ (P [1] *Tresplil])

maxE=maxE+ (Q[1i] *Tresp[i])

i=i+1

print ("The smallest expected value is”,minE)

print ("The largest expected value is”,maxE)

else:

print ("A set of probability intervals is not a Proper”)
# A set of probability intervals is a proper if and only
if the sum of the lower bounds is less than or equal to 1,

and the sum of upper bounds is greater than or equal to 1.



CHAPTER V

CONCLUSION

We prove that probability got from Algorithm 1 and 2 in [1] provide the smallest
and the largest expected values of linear combination with probability interval linear

constraint when probability interval is given in Chapter II. We transform an interval
n

n

linear combination g ¢;x; such that c;’s have the linear relation E a;c; = d when
i=1 =1
¢; is an unknown parameter in a given interval [¢;, ¢;| such that ¢; < ¢ for the given
N N

a; # 0,d € R to be a probability interval linear combination Z p;t; such that Z Di =
=1 i=1
1 where probability p; € [l;,u;| and ¢; € R for some integer N and then we get the

minimum and the maximum values of the interval linear combination with interval linear
constraint by the method as explained in Chapter III. Then we provide an example and
Algorithm for finding the minimum and the maximum values of linear combination with

interval equation by using Python language.
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Appendix

The Project Proposal of Course 2301399 Project Proposal
Academic Year 2018

Project Tittle (Thai) mqqqﬂﬁﬂqmaqﬂqﬁ%’mmueﬁaqﬁﬁﬁaﬂm GNG

Project Tittle (English) Maximum and minimum of interval function with linear
condition.

Project Advisor Associate Professor Phantipa Thipwiwatpotjana, Ph.D.

By Miss Siratcha Ruanruen ID 5833542423 Mathematics, De-

partment of Mathematics and Computer Science Faculty of

Science, Chulalongkorn University

Background and Rationale

Let X = {x1, 29, ..., x,} be the set of all n realizations of a random variable x. All

we know is that we can apply the idea of the lowest and the largest expected values of the

set of all expected values : {Z pii | pi € [, u5)} where L = {[l;,u;] |0 <; <w; <
i=1
1, i =1,2,...,n} is areachable set of proper probability intervals to find the lowest and

the largest values of {Z ¢;x;; when ¢; is an unknown in a given interval [t;, 7;]| where
i=1
n
0 < t; < v; and ¢;'s have the linear relation Z a,c; = d for the given o, d € R, [2].
i=1
In general, the bound of ¢; is not always greater than or equal to zero, so we apply these
n

ideas to find the lowest and the largest values of {Z c;x; } when ¢; is an unknown in a
. i=1
given interval [t;, ;] where ¢; < v; and Z a;c; = d for the fixed o, d € R.
i=1

Objective

1. Prove that p = (u1,...,%;i—1,Pi,lis1,---,1,) for some index i such that p; =

i—1 n
1-— Z uj — Z l; providing the smallest expected value and
j=1

j=it+1
i-1

q = (l1,...,li_1,qi, Uiy, . .., uy,) for some index i such that ¢; = 1 — le —
j=1
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n
Z u; providing largest expected value.
j=i+1
n

2. Find the lowest and the largest values of {Z c;x;} when ¢; is an unknown in a

=1

n
given interval [t;, 7;) where t; < v; and Z a;c; = d for the fixed «;, d € R and
i=1
X = {x1,x9,...,7,} be the set of all n realizations of a random variable x.

Project Activity

1. Study probability interval in [1].

* Proper probability interval
* Reachable probability interval

» Extreme probabilities

2. Prove that probabilities p, g got from the method in [1] provide the smallest and
largest expected values, respectively.

n

3. Provide an algorithm to find the lowest and largest values of { Z c;x; } when ¢; is

i=1
n

an unknown in a given interval [t_l ,U;] where t; < v; and Z a;c; = d for the fixed
i=1
a;,d € Rand X = {x1,2s,...,x,} be the set of all n realizations of a random

variable z.

4. Recheck the process.

5. Conclude all results and write a report.

Duration
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Procedue

Month

1.Study probability interval
in [1].

2.Prove that probabilities p,
g got from the method in
[1] provide the smallest and
largest expected values, re-
spectively.

3.Provide an algorithm to
find the lowest and largest
values of ¢’ x.

4.Recheck the process.

5.Conclude all results and
write a report.

Benefits

1. The benefits to the student who implements this project.

* Apply the basic knowledge in mathematics and the knowledge gained from

our learning to a related application problem.

* Know how to work systematically.

2. The benefits for users of the project.

n

* Find the lowest and largest values of {Z c;x;} when ¢; is an unknown in

i=1

a given interval [t;, ;] where ¢; < v; and Z a;c; = d for the fixed oy, d €

=1
R and X = {x1,z9,...,2,} be the set of all n realizations of a random

variable z.

* Apply the idea got from this project to a big data set.

Equipment

1. Hardware

* Notebook computer Intel core i5-6200U
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e Printer

e Thumb drive
2. Software

¢ Microsoft Word 365 ProPlus
e TeXstudio 2.12.8

* Spyder (Python 3.6)
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Appendix
1. Definition of probability interval

Let X = {x1,2,...,x,} be the set of all n realizations of a random variable z and
L={[liuw]]0<l; <u; <1, i=1,2,...,n} be a family of intervals bounded by 0
and 1. We can explain these intervals as a set of bounds of probabilities by defining the

set & of probability distributions on X as

P = {P = (P, 2,5 pn) | i < pi < i, Zpi = 1land p; = p({z:}), W} :

=1
Then the set L is called a set of probability intervals (or probability interval, in short),

if there exist p; € [l;, w;], foralli = 1,2, ..., n such that Zpi =1, and & is the set of
i=1
all possible probabilities associated to L.
In order to avoid the emptiness of set 2, it is necessary to have more properties on the
intervals which is called proper. A probability interval L is called a proper probability

interval if

In addition, we can also associate with the proper intervals [/;, u;] by presenting a

pair (I, u) of the lower and upper probabilities through & as follows.

[(A) = in;p(A) and u(A) = sup p(A4),VA C X.
PE!

Therefore, [({z;}) = infzpi > l; and u({z;}) = supp; < u;. We use these two
peS

properties to get the tight bound of each interval.
2. Properties of probability interval

A proper probability interval must also have the following properties to ensure that
the lower bound /; and the upper bound u; of the probability interval can be reached by
some probabilities in the set &, so called a reachable probability interval.

[Reachable| Let L = {[l;,u;] | 0 <, <wu; <1, i=1,2,...,n} be a probability inter-
val. If there exist p;, ¢; € [l;,u;] forall j € {1,2,...,n} such that Vi, [; + ij =1
J#i
and u; + Z g; = 1, then L is called a reachable probability interval.
JF
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Theorem 5. Given a reachable probability interval

we have
le—l—ui < 1and ZUj+li >1, Vi=1,2,...,n.
J# J#i
These conditions guarantee that the lower bound /; and the upper bounds u; can be
reached by some probabilities in &7. Sometimes probability interval is not reachable, we
must change it to become a reachable probability interval. Now, let us see through the
series of theorems how to modify a probability interval to be reachable without changing

the associated set of possible probabilities 2.

3. Extreme probabilities

Let X = {x1, o, ..., x,} bethe set of all n realizations of arandom variable x, where
each z; has its corresponding unknown probability p; bounded by [/;, u;]. Without loss
of generality, if z; < x5 < -+ < 2, L.M. de Campos, et al. [1]provided probabilities p
and g that give the smallest expected values £(z) and the largest expected values E(x),

respectively.

Extreme probability is based on the assumption that when we want to have smallest
expected values. If the realization of z; is less than or equal to x;, then probability p;

should be closer to the upper bound than probability p; forall 7,5 = 1,2,...,n;i.e.,

k-1 n
(p1sp2s -y o) = (ur, Uz, up—1, 1 — Zuj - Z Lislirts - b)),
j=1

j=k+1
k—1 n
where £ is the index such that {;, < 1 — Z uj — Z l[; < wug. On the other hand,
j=1 j=k+1

when we want to have largest expected values, if the realization of x;is less than or equal
to x;, then probability g; should be closer to the lower bound than probability ¢; for

alls, 7 =1,2,...,n;ie.,

h—1 n
(91>Q2a- .- aQn) = (l17l27 <. 7lh—17 1— ZZJ - Z uj;“h—{—la- . 7un>7
j=1

j=h+1
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h—1 n
where h is the index such that [, < 1 — Z l; — Z Ujy Upt1 < Up,.
Jj=1 j=h+1

The smallest expected values E(x) = Z pix;, where p; is a probability computed
i=1
from the following algorithm.

Algorithm 1 for p = (p1,p2; ..., Pn)

S<+0

Fori=0ton—1do S + S+ u;

S« S+1,;

k < n;

While S > 1do S+ S —up_1+ lp_15pp < li; k< k—1;
Fort=1tok — 1dop; < u;;

pkel—S—i—lk;

The largest expected values £(z) = Z giti, where ¢; is a probability computed
i=1
from the following algorithm.

Algorithm 2 forq = (q1,q2, - -, qn)

S+ 0

Fori=0ton —1do S < S+ 1;

S S+ up;

k < n;

While S <1doS « S+ up_1—lp_1;qp + up; k +— k—1;
Fori=1tok —1dogq; + [;;

Qe <+ 1 — S+ uy;




Biography

Siratcha Ruanruen ID 5833542423
Department of Mathematics and Computer Science,

Faculty of Science, Chulalongkorn University




	Cover
	Cover (Thai)
	Cover (English)
	Accepted
	Abstract (Thai)
	Abstract (English)
	Acknowledgements
	Contents
	CHAPTER I INTRODUCTION
	CHAPTER II PROBABILITY INTERVAL
	CHAPTER III LINEAR COMBINATION WITH INTERVAL LINEAR EQUATION
	CHAPTER IV EXAMPLE AND ALGORITHM
	CHAPTER V CONCLUSION
	Appendix
	VITAE



