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CHAPTER
INTRODUCTION

This chapter gives the background knowledge, objectives, scope, project activities,
benefits and report outlines of our project.

1.1 Background

Forum is an internet site where users can post topics for discussion and exchange their
opinions. While Pantip is one of the most popular forums for Thai, Reddit attracts more users
internationally.

Reddit is ranked at the 18th place for the most popular websites in the world with the
highest number of active users. Each day, there are over 1 million new posts on the forum, and
the number of replies or comments exceed 5 million. In 2018, Reddit has approximately 330
million users [1]. This is very massive. Reddit organizes its posts based on user-created areas
of interest into categories called “subreddit”. Examples of subreddits are “fitness”, “politics”,
“AskReddit”, etc. Moreover, each post in a subreddit has a score which indicates its popularity.
Users can up-vote or down-vote a post to increase or decrease its popularity score by 1
respectively. High-scored posts are shown on the front page of subreddit for a certain amount

of time. This leads to an increasing number of comments in the posts.

The score of each post varies depending on many factors, such as the title of a post, the
content of a post (which can be plain text or image) or even a post’s submission time. All of
these factors are difficult to analyze together. For simplicity, we choose the subreddit called
“AskReddit” which is the 3rd most popular among all subreddits [2]. It is one of the few
subreddits where users are allowed to post only the questions they want to ask as titles. This
type of post has no content so we can imply that the score for each post is influenced by the
sentence used in title alone with some biases from its submission time, which we will take into
account in this project.

Leaving aside the post’s submission time, we assume that a sentence used as a post title
has some properties that attract people to and give a positive vote for the post, such as grammar,
context and the use of words. Fortunately, sarcasm sentences are not allowed in the AskReddit
so we can analyze data in a direct approach.

In this project, we aim to develop the AskReddit popularity score prediction system, as
well as an automatic title refiner. The system receives an English sentence as an input. It
estimates the chance a post is likely to be popular on AskReddit if it is posted as a title. After
that, the results, which contained submission title and the predicted score, are passed to an
automatic title refiner. This refiner performs three the following methods to edit the sentence;
adding a word, deleting a word and replacing a word with a new word. The final outputs yield
a candidate sentence that, when used as a title, has more chance to make a post become popular
relative to the user-input sentence based on our prediction system. We apply machine learning
and deep learning techniques to achieve these prediction tasks.



1.2 Objectives

1. To develop the AskReddit popularity score prediction system.

2. To develop an automatic title refiner that can suggest one or more candidate
sentences that are likely to gain higher popularity score, if any, by 1) adding a word,
i1) deleting a word and iii) replacing a word with a new word to a given input
sentence.

1.3 Scope

1. We only consider subreddits with no content in the posts. In this project, we use a
subreddit called “AskReddit”.

2. The title must be in English, and the automatic refiner only considers the English
sentence as valid input.

3. The automatic title refiner is to make a single change to the input sentence at a time,
which is adding a word, deleting a word or replacing a word with a new word. If
the refiner does not find any candidate sentence that the estimated score is higher
than the input sentence’s, no change will be suggested.

1.4 Project Activities

1. Study previous research regarding Reddit popularity score prediction.

2. Collect and prepare the related data, such as Reddit submission data from
AskReddit.

3. Design and implement a Deep neural network model
3.1. Develop the model
3.2. Evaluate the model
3.3. Improve the model

4. Conclude the results and write up.

Our detailed plan based on the project activities described above is shown below.

Table 2.1 Schedule table of project activities

Procedure

2018 2019
Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar | Apr

1.Study previous research in Reddit
popularity score prediction

2.0btain data

3.Analyze and design the Deep
learning model

3.1.Develop the model

3.2.Measure the performance of the

model

3.3.Improve the model

4.Conclude the results and prepare
documentation




1.5 Benefits
Benefits for the students who implement this project.

Get to learn more about Machine learning and Deep learning
Get to learn more about related mathematics (e.g. Statistic)
Understand how to work as a team

Gain experience in programming from working with Python and Cloud
Computing

il

Benefits of the project

1. Present the automatic refiner system by using knowledge from the previous
research works.

2. Users can learn knowledge about the properties that affect the post’s
popularity in AskReddit.

3. Users can use the system developed from this project to refine their sentence
before submitting a post on AskReddit, leading to a better chance that the
submitted post will be popular.

4. The developed system can be used in marketing.

1.6 Report Outlines

This report consists of five chapters as follows. Chapter I includes background,
objectives, scope, project activities and benefits of this project are presented. Chapter II
includes the theoretical background knowledge relating to the work in this project are reviewed.
Chapter III includes we present the methodology including how we create the model and
automatic refiner system. Chapter IV includes the model’s performance is evaluated and results
from automatic refiner system are reviewed. Chapter V includes the results of our project, as
well as problem, obstacles, and future works, are discussed and concluded.



CHAPTER 11
THEORETICAL BACKGROUND

This chapter provides the introduction of deep neural networks and discusses the
concept of natural language processing, word embedding techniques, language models and
N-gram models.

2.1 Deep Neural Network

A deep neural network (DNN) is an artificial neural network with multiple layers
between the input and output layers (Sze, Vivienne, et al., 2017). A DNN turns inputs into
outputs by estimating the mathematical mapping function in the form of weights between
neurons, with defined forms of activation functions.

A DNN can be used in many different applications, for example

Recommendation engines: DNNs were applied for classification and regression
tasks to provide a better user experience and service.

Text sentiment analysis: recurrent neural networks, sequence-based DNNs, are
used to extract high-level information, which is further used for evaluating the
meaning at the sentence level.

Chatbot: designed to simulate conversation with human users over the internet.
Image recognition: uses convolution neural networks to classify images, which
enables many further downstream applications: sorting image, finding similarities
between images, and recognizing human faces.

In this project, we will focus on the text sentiment analysis, and how we use DNNs and
natural language processing to predict the popularity of posts in AskReddit.

2.2 Natural Language Processing
Natural language processing (NLP) is a subfield of Artificial Intelligent (Al). It enables
computers to understand human language.

Since human language is more complex and abstract, the learning process in NLP can
be categorized into six levels as follows.

1.

(98]

Morphological Level: to understand alphabets and be able to distinguish
differences between consonants and vowels.

Lexical Level: to understand words and their meaning.

Syntactic Level: to understand sentences and how to construct new sentences.
Semantic Level: to understand contexts of sentences; how words change their
meanings depending on the structure of sentences they sit in.

Discourse Level: to understand the relation between sentences, how sentences are
connected.



6. Pragmatic Level: to understand words and sentences by referring to past
knowledge, which is sometimes not explicitly present in the current contents. In
this level, NLP is able to interpret the meaning of sentences close to human’s level.

2.3 Word Embedding

Word embedding is a process to map words or phrases to numeric vectors. It uses a
mathematical embedding from a binary vector with the vocabulary size to a continuous vector
space with lower dimension (Mikolov, Tomas, et al., 2013).

A basic approach to word embedding is known as one-hot encoding, where word is to
be represented by a binary vector. The length of the one-hot vector is equal to the size of the
vocabulary. For example, the sentence “I am a student.” can be represented by a 4-dimensional
vector where ‘I’ equals to [1,0,0,0], ‘am’ equals to [0,1,0,0], ‘a’ equals to [0,0,1,0] and ‘student’
equals to [0,0,0,1]. From this example, it is clear that one-hot encoding only represents the
existence of words in a document, but it does not capture their meanings or contexts in the
sentences as the distance between words in this embedded space are equal.

2.4 Language models

Language models are models that tell probabilities of a sequence of words, or
probabilities of an upcoming sequence over words based on the information of previous words.
There are two types of language models: N-gram language model, and grammar-based
language model such as probabilistic context-free grammar (PCFGs) (Ajitesh, Kumar, 2018).

There are two main approaches to create a language model.

The first method is to calculate the probability of a sequence of words based on the
product of a probability of each word.

The probability of occurrence of a sentence consisting of n words can be calculated in
equation (1).

P(Sentence) = P(wy) * P(wy) * P(w3) * ...x P(wy,) (1)

where the probability of each word P(w;) can be calculated as in the equation (2).

P(w;) = <20 )

c(w)

where w; is a word 7, c(w;) is the number of times w; occurs in the corpus and c(w) is
the number of words in the corpus.

The other method is to calculate the probability of a sequence over words based on
the product of probabilities of words conditioned on previous words.

The probability of occurrence of a sentence containing n words computed as in equation (3)
P(Sentence) = P(w,| [StartOfSentence]) (3)

P(w, | w)P(ws | wy) ... P(wy| [EndOfSentence])



where the probability of a word given its precedent word can be calculated in Equation
4.

P(wi_1 w;)

P(w; | wi_q) = PWi1)

“4)

2.5 N-gram language models

N-gram are language models that determine probability based on the count of the
sequence of words. The model can be unigram, where only a word of interest alone is taken
into account, Bigram, where only two words of interest alone are taken into account, Trigram,
where only three words of interest alone are taken into account, and so on.

Let w; denote the i*" word in a sentence. Consider we have a sentence below.
L
Sentence = wyw,Ws ... wy,.

Based on a bigram model, the probability of this sentence can be calculated as in
Equation (5).
P(Sentence) = P(w,|[StartOfSetence]) P(w,|w;)P(ws|w,) ... P([EndO fSentence]|w;,)

P(wiws) — C(wiwy)
P(wq) C(wy)

where P(wy|wy) = (5)

That is, the probability of a word “w,” given a word “w;”” has occurred is the probability
of “w;” and “w,” occurred together divided by the probability of occurrence of “w;”, which
is equivalent to the count of “w;w,” divided by the count of “w;”.

This is categorized into the second method of language models that we have discussed
in the previous section. Thus, the probability of a word w; given the previous word w;_4 can
be calculated as the following.

P(wi—y wy)

Pwi |wi—1) = ===

2.6 Cross-validation

In Machine learning, we usually split the data into three subsets; training, validation
and test sets. Generally speaking, training data are used to fit the model parameters. Validation
data are used for hyperparameter tuning where a different combination of hyperparameter
values are evaluated until the best-trained model is found. Test data are used to evaluate the
performance of the final model which is used to compare with different methods in an unbiased
way.



CHAPTER 111

METHODOLOGY

This chapter shows the details of datasets used, the deep learning model, our experiment
setup, and our automatic refiner development.

3.1 Datasets

We used the dataset from subreddit AskReddit (https://www.reddit.com/r/AskReddit).
We used Google BigQuery, a Python library, to query all the posts dated between 1% September
2018 and 31% December 2018. The dataset we obtained contains 503,938 records, each of
which has 7 columns, as shown in Table 3.1.

Table 3.1 Details of the first 4 records with the highest scores in the dataset.

id

title

hour

minute

dayof
week

dayof
year

score

9gx68i

How would you feel about a
law that requires people over
the age of 70 to pass a
specialized driving test in order
to continue driving?

14

261

149070

O9hef7a

In a video game, if you come
across an empty room with a
health pack, extra ammo, and a
save point, you know some
serious shit is about to go
down. What is the real-life
equivalent of this?

17

263

83296

9icx7a

What is a website that everyone
should know about?

19

16

266

82665

9jiras

What could the U.S.A. have
spent $1,000,000,000,000 on
instead of a 17 year-long war in
Afghanistan?

17

271

74998

Each row has a unique id consisting of 6 characters, a question title, submission date
broke down into 4 properties: hour, minute, day of week and day of the year. Hour and minute



indicate the time of the day starting from 00:00 AM. Day of week is 0 for Sunday, 1 for
Monday, and so on. Day of the year is a number of days passed in a year ranging from 1st
January.

We classified the posts into two categories: popular and unpopular based on the
percentile of their popularity score. Posts scored higher than 50% of the rest were classified as
popular, and those scored less than 50% of the rest were classified as unpopular. From the
503,938 records, there were 208,860 records classified as popular and 295,078 records
classified as unpopular. This caused an imbalanced dataset, which is a major problem in a
classification task. To address this problem, we balanced the popular and unpopular ratio by
removing 86,218 records from unpopular records. The final dataset has 417,720 records. The
data statistics are shown in Table 3.2.

Table 3.2 Statistics of the dataset.

score

mean 25.793

std 815.115

25% 1.000
50% 1.000
75% 3.000
min 0

max 149070

From table 3.2, the mean of the score is 25.793. The standard deviation of the score is
815.115. The 25™ and 50" percentile of the score are 1. The 75™ percentile of the score is 3.
The minimum score is 0 and the maximum score is 149,070.



3.2 Model Architecture

We used the model from Max Woolf, a Data Scientist at Buzzfeed in San Francisco
[cite]. This model takes each AskReddit titles up to 20 words as an input. Each word is then
mapped to a 50-dimensional vector in the embedding layer, initialized using a look-up table of
40,000 words from the pre-trained GloVe word embedding model (see Chapter 2.x). All of
these embedded word vectors are averaged together in global average pooling layer to reduce
variance and computational complexity. Figure 3.1 illustrates the network architecture for
embedding the AskReddit titles.

Input: | (None, 20)
Titles_input: InputLayer

Output: | (None, 20)

A4

Input: (None, 20)

Embedding_1: Embedding
Output: | (None, 20,50)

A 4

Input: (None, 20,50)
Global average poolingld 1: GlobalAveragePoolingl D

Output: (None, 20)

Figure 3.1 Model architecture for embedding AskReddit titles.

Since we found that the submission date had an influence on the popularity of
AskReddit posts, we incorporated the submission date into the score prediction model.
Although the popularity scores are not clearly different among days in a week, they are varied
from hours to hours of a day, in particular, from 6 AM to 9 AM (see Figure 3.2). According to
Woolf’s model, each date property (hour, minute, day of week, day of year) has its own
embedding layer, which outputs a 64-dimensional vector as shown in Figure 3.3. This helps
the model learn hidden characteristics behind the submission date from a traditional one-hot
encoding method.




day

Figure 3.2 Heatmap of the relationship between an hour in day and day of week.

10

Each entry is the sum of popularity scores of all posts submitted in a particular hour
and day of week. A higher value is denoted by a darker color.

Input: (None, 1)
Hour input: InputLayer
Output: | (None, 1)
v
Input: (None, 1)
Embedding 2: Embedding
Output: | (None, 1,64)
v
Input: (None, 1,64)
Reshape 1: Reshape
Output: (None, 64)

Figure 3.3 Model architecture for embedding submission date properties.
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Titles_input

Hours_input

Minutes_input

Dayofweeks_input

Dayofweeks_input

Input Layer Input Layer Input Layer Input Layer Input Layer
v \ \ \ \
Embedding_1 Embedding 2 Embedding_3 Embedding 4 Embedding 5
Embedding Embedding Embedding Embedding Embedding
Global_average pooling_1d Reshape_1 Reshape_2 Reshape 3 Reshape_4
Global Average Pooling 1D Reshape Reshape Reshape Reshape

\

~

L

Concatenate 1
Concatenate

Dense fully-connected

Dense_1

Output

Output Layer

o

Figure 3.4 The final model

After embedding layers, the 50-dimensional vector from the global average pooling

layer is concatenated to the four 64-dimension vectors from each of timing feature, resulting in
a 306-dimensional vector. This vector is connected to a dense fully-connected layer to find
hidden interactions among all 5 input features (title, hour, minute, day of week and day of the
year). Finally, the model outputs a probability of how likely the given submission title is
popular.

We decided the number of epochs to train the model using an early stopping method.

Training will stop when the loss stops decreasing. Moreover, we tested The other
hyperparameters were selected by testing the parameters with different values and choosing
the best outcome. The list of hyperparameters used in this work is shown in Table 3.3.
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Table 3.3 Model Hyperparameters used in the model training procedure.

Hyperparameters Parameter Value
Number of Cells in Input Layer 20

Word Embedding Dimension 50
Timing Feature Embedding Dimension 64
Number of Cells in Dense-fully Connected Layer 256
Number of Epochs 5
Dropout Rate 0.2

3.3 Model evaluation method

We used a train-test split method with a 4:1 ratio instead of k-fold cross-validation. The
reason is that the size of datasets (417,720 records) is too large. It would take much more time
to process with k-fold cross-validation. The train-test split method is sufficient and still able to
test the popularity score prediction.

3.4 Part-of-speech (POS) tagging

POS tagging is required for our automatic refiner system to be able to process text data.
Without POS tagging, the refiner system will not understand the context of words in a sentence
nor enable to suggest changes properly. We performed a part-of-speech tagging (POS) to the
input sentences using the natural language toolkit (NLTK) library. For example, the sentence
“What is the smallest thing that makes you lose your temper immediately?” yielded the
following results shown in Table 3.4.
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Table 3.4 Results of part-of-speech tagging of the example sentence
“What is the smallest thing that makes you lose your temper immediately?”

Word POS Tagging Meaning
what WP wh-pronoun (who, what)
is VBZ the present form of the verb
the DT determiner
smallest JJS superlative adjective
thing NN singular noun
that WDT determiner
makes VBZ the present form of the verb
you PRP personal pronoun
lose VB the base form of the verb
your PRP$ possessive pronoun
temper NN singular noun
immediately RB adverb

3.5 The automatic refiner

The refiner takes the original sentence with its POS tags as an input and performs three
of the following methods to modify the original sentence; adding a word, deleting a word and
replacing a word with its synonyms. All the modified sentences are finally re-scored by the
prediction model explained in Section 3.3 and those with the scores higher than the original
sentences are suggested as alternative candidates to users.

3.5.1 Adding a word to the input sentence

We used a bi-gram model for word addition. To construct the bi-gram model, we used
datasets from Brown University Standard Corpus of Present-Day American English (Brown
corpus), which were compiled from works published in the United States in 1961, containing
approximately one million words (Kirsten Malmkjer, 2013). Our refiner begins with iterating
through each position in the input sentence to add a new word. The first position of the input
sentence where a question word is located is always skipped. Given the word of each position
I, the refiner looks for the word listed in the bigrams with the highest possibilities of occurrence.
In this process, we used POS tags to ensure that the added word has a correct part of speech.
For example, if the given word is “thing” which is a noun, the word before a noun should be
adjective. The refiner ignores words in the bigrams that are not adjective, accordingly.
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3.5.2 Deleting a word in the input sentence

To delete a word, the refiner iterates through each word in the input sentence to remove
if it is either an adjective in front of a noun or adverb since these types of words can be removed
with little violation of the English grammar.

3.5.3 Replacing a word with its synonyms

We used the concept of word synonyms to implement this type of modification.
Synonyms are words or phrases that have exactly or nearly the same meanings. We used a
synonym database from the Natural Language Toolkit (NLTK). The refiner first iterates
through each word in the input sentence and then replace it with synonyms if it is a noun,
adjective, adverb or verb that is not an auxiliary or modal verb.

3.5.4 Scoring the candidate modified sentences

All of the sentences that are successfully modified are then fed into the learned
prediction model for score estimation. The candidate sentences with the predicted probability
higher than that of the input sentence are finally suggested to users.



CHAPTER IV
RESULTS

This chapter shows the results from our trained model, outputs from the automatic
refiner with their, and results from the human evaluation.

4.1 Model loss and accuracy

We compared the models which were trained on two different input sets i.e. titles with
timing features and without timing features. Both training processes were stopped after five
epochs as a result of early stopping. We compared the loss and accuracy of both models.

Figure 4.1 shows the loss values of the model without the timing features. For the
training set, the loss values decrease from 0.6165 to 0.5191 as the number of epoch goes up
from 1 to 5. However, for the test set, the loss values decrease from 0.5932 to 0.5921 for the
first two epochs but increase to 0.5957 at the fifth epoch. This indicates an overfitting problem.
In other words, the model seemed to remember the training data rather than learning from them
since the third epoch.

Figure 4.2 shows the loss values of the model with the timing features. For the training
set, the loss values decrease from 0.5921 to 0.5320 over epochs. For the test set, the loss values
also decrease from 0.5604 to 0.5536 throughout the running epochs. These results show no
sign of overfitting.

Figure 4.3 shows that the model with the timing features achieves the accuracy of
71.40% on the training set and the 69.72% on the test set. The accuracy in the test set is lower
than the training set, which indicates that there is an overfitting problem but not by a significant
amount.

Figure 4.4 shows that the model without the timing features achieves accuracy of
70.33% in training sets and 68.42% in the test set. The accuracy in the test set is lower than the
training set, which indicates that there is an overfitting problem but not by a significant amount.

Comparing the results from figure 4.3 to 4.4, the model with the timing features has
higher accuracy than the model without the timing features by 1.07% for the training set and
1.30% for the test set.

It can be concluded that the model with the timing features performed better than the
model without the timing feature. This confirms our observation that the submission date
information has an impact on the popularity of the post. Therefore, we used the model with the
post’s timing properties for later procedures in this work.



Figure 4.1 Training and testing loss of the model without the timing features

Figure 4.2 Training and testing loss of the model with the timing features

16



Figure 4.3 Training and testing accuracy of the model without the timing features

Figure 4.4 Training and testing accuracy of the model with the timing features
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4.2 Modified sentences by the automatic refiner

The system outputs new sentences after executing the three types of modification:
adding a word, deleting a word and replacing a word with its synonyms, if those sentences have
a score higher than the input sentences. Note that there can be none or multiple candidate
sentences resulted from each modification.

For example, if the input sentence is “What is a good thing someone can do to better
their life?” which has the estimated probability of 0.691. By editing this sentence, the automatic
refiner system suggests the outputs shown in Figure 4.5.

Input Sentence: “What is a good thing someone can do to better their life?” (0.691)

\4

Automatic Refiner System (Adding a word)

l

Candidate 1: “What is a very good thing someone can do to better their life?” (0.703)

Output Sentences:

Candidate 2: “What is a sufficiently good thing someone can do to better their life?” (0.768)

Candidate 3: “What is a sentimental good thing someone can do to better their life?” (0.782)

Figure 4.5 Outputs from adding a word to the input sentence “What is a good thing
someone can do to better their life?” The words added are underlined.

Three candidate sentences with their predicted probability are shown in Figure 4.5.
Underline words are words that automatic refiner system adds to create new sentences with
higher probability of becoming a popular submission compared to the input sentence.
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Input Sentence: “What is a good thing someone can do to better their life?”” (0.691)

l

Automatic Refiner System (Removing a word)

l

Candidate 1: “What is a geed thing someone can do to better their life?” (0.698)

Output Sentences:

Figure 4.6 Outputs from removing a word from the input sentence “What is a good
thing someone can do to better their life?”

From figure 4.6, there is only one candidate sentence. Strikethrough word is a word that
automatic refiner system removed to create new a sentence with a higher probability of
becoming a popular submission compared to the input sentence.

Input Sentence: “What is a good thing someone can do to better their life?” (0.691)

A4

Automatic Refiner System (Replacing a word)

i

Candidate 1: “What is an unspoiled thing someone can do to better their life?”” (0.703)

Output Sentences:

Candidate 2: “What is an honorable thing someone can do to better their life?”” (0.768)

Candidate 3: “What is a beneficial thing someone can do to better their life?” (0.782)

Figure 4.7 Outputs from replacing the word “good” in the input sentence “What is a
good thing someone can do to better their life?” with a new word
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From figure 4.7, there are three candidate sentences. Underline words are substitute
words that automatic refiner system replaced the word “good” to create new sentences with a
higher probability of becoming a popular submission compared to the input sentence.

Those new candidate sentences are options that user can later choose for their final
submission. However, users can only choose to perform one sentence edition method; adding
a word, deleting a word or replacing a word. They cannot choose to perform two or three of
those methods at the same time.

4.3 Statistics of generated sentences by the automatic refiner.

We chose 1,000 random AskReddit titles from our dataset and fed them into our
automatic refiner system. In average, the submission title was 11.22 words long. For each
submission, the automatic refiner system performed the sentence modification methods, a
single change at a time. For each method, it outputs a set of candidate sentences. The number
of candidate sentences depends on the input sentence and the modification approach.

4.3.1 Single-word insertion
300
250
200

150

100
| I I
: ] O
0 1 2 3 = 5 6 7 8

® Number of Candidates per Input Sentence

Number of Occurrences

=]

Figure 4.8 The distribution over the number of candidates generated per an input
sentence in case of a word being added.

For the method of adding a new word, the number of candidate sentences was varied
from zero to eight. The system commonly offered three suggestions.
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4.3.2 Single-word deletion
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300

Number of Occurrences

200

100

0 ]

0 1 2

B Number of Candidates per Input Sentence

Figure 4.9 The distribution over the number of candidates generated per an input
sentence in case of a word being removed.

For a method of removing a word, Approximately 60% of all the input titles, the system
gave no suggestion at all, while the maximum number of suggestions with a higher probability
of becoming more popular was only two candidate sentences.
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4.3.3 Single-word replacement
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Figure 4.10 The distribution over the number of candidates generated per an input
sentence in case of a word being substituted.

For the method of replacing a word with its synonyms, the numbers of candidate
sentences were varied from zero to six. Only a candidate sentence was often suggested by the
title refiner, whereas few suggestions were given for about a half of the input sentences.

4.4 Human Evaluation

We used a person from the faculty of Arts at Chulalongkorn University to approve the
correctness of candidate outputs. A sentence is approved if it is grammatically and semantically
correct. We defined a set of candidate sentences resulted from a single change to an input
sentence as a successful output if it has at least half of the suggested sentences are approved.
For example, a set of three candidates must have at least two approved sentences to be
considered a successful output.
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Below are the results of human evaluation. “No result” indicates an output with an
empty set of candidate sentences.

800
700
600
500
400

300

Number of Candidate Sets

20

=]

10

=]

Adding a word Deleting a word Replacing a word with a new word

W Successful ™ Unsuccessful = No results

Figure 4.11 The number of successful and unsuccessful candidate sets, categorized by
the edition methods.

From figure 4.11, the number of successful candidate sets in each edition methods is
higher than the number of unsuccessful candidate sets. However, the number of no results in
the method of replacing a word is higher than the number of successful and unsuccessful
candidate sets combined.

We also calculated the success rate for each modification approach according to the
following Equation (13).

Number of Successful Candidate Sets
Number of Unempty Candidate Sets

Success Rate =

(13)

Replacing a word with its synonyms yielded the highest success rate (77.13%),
followed by deleting a word (70.66%) and inserting a word (60.16%), respectively.



CHAPTER YV
DISCUSSION

5.1 Discussion

We conclude that submissions between 6 AM and 9 AM of the day are more likely to
receive better scores than those during other times of the day. Including the information of date
and time properties helps the system to make a more accurate prediction on popularity scores.

Our automatic refiner system successfully suggests new candidate sentences from all
types of the proposed modification. While word replacement had the highest success rate, word
addition had the lowest success rate. That is because replacing a word was done by the concept
of synonym so that it did not cause any problems in terms of meaning or part-of-speech. On
the other hand, adding a new word to a sentence caused some serious grammatical problems,
despite the usage of bigrams. For example, adding an adjective in front of a noun that already
has an adjective can cause an “order of adjectives” problem. This is also true for adding an
adverb into a sentence.

A handful number of candidate sentences per an input sentence was automatically
recommended by the refiner system. However, when the system tried to perform word deletion,
more than half of all candidate sets gained less popularity predictively. The main reason is that
most of the submission titles we obtained did not contain adjectives nor adverbs. Due to the
constraints, we set to avoid breaking the grammar, our automatic refiner system had no choice
to remove any word from them. Therefore, it did not make any change to the input sentences
and consequently output an empty candidate set instead.

The human evaluation helped evaluate the candidate sentences suggested by our
automatic refiner system. Since the system alone does not understand the meaning of each
sentence, it cannot semantically incorrect sentences although being grammatically corrected.
However, the human evaluation in the project was conducted by a linguistic expert only. In
order to enhance the confidence of the candidate modified sentences, one can evaluate based
on agreement of a group of people instead.

5.2 Problems and Obstacles

In this research, the train-test split method was used to split the data so that the model
was able to be trained in a reasonable amount of time. If we had better computer hardware, we
would have considered using a cross-validation method for a better way to report the model
performance.

We have tested three grammar checker libraries; GrammarBot, TextBlob and
Language-check. GrammarBot had long waiting time between function calls. TextBlob had
poor
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performance on detecting grammatical errors. Language-check had less waiting time between
function calls compared to GrammarBot and was able to detect more errors in a sentence
compared to TextBlob. Therefore, we decided to use Language-check in this project. However,
it still cannot detect all errors in every sentence. A more suitable grammar checker library
should be considered.

Our last problem in this project was to correct the outputs from the automatic refiner.
Grammatical errors can be fixed to some extent but semantic errors are one of the most
important issues for gaining popularity. We can verify the errors using human evaluation, but
we cannot fix them automatically.

5.3 Conclusion and Future Works

In conclusion, our automatic refiner system is able to perform sentence edition and
suggest new candidate sentences that are likely to become a more popular submission.
However, the score prediction model can be further improved by taking word sequences into
account and a more suitable method for semantic evaluation on the modified sentences is
necessary for the refiner system.
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msfafuannnii 2 Biuvuseesfignasuliuda (pre-trained models) Tuitdarlasanuas

aa

voidonly GloVe wazld pre-trained model 713l

L4

9gua7luN15v1 word embedding tense ]
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3. lassveUseamiisudean (Deep neural network)

Deep learning Wurmansuawamiiaves Machine learning %ﬁLﬁ&JuLL‘UUL%éﬂizmmmwwé
(Neural networks) lngnmsinassgagussanvesuyudlussuuasuinmes Sunii laseiedssam
e (Artificial neural network) Usznausae num (node) wazduidousing 9 wieufusntmn
(weight) daumsvhamuvaslasseUssamifion Togietu 3 dufe drutudeyathidn (input) dw
ugeush (hidden layen) uazdrududeaiosn (outpur) siFenlassieussamiflondidl hidden
layer 31 1 9w TaswheUssamifiondedn dreaandnenssunuuivililaseeuszamiiey

WednanusaseumNduiusseninsdeyatiuastoyaisenidudoula

AT 2 Fregng Deep Neural Network 77 hidden layer 2 Fu

o

I3
naUsvasn
Wemn sz ueazkuuANNlevestansely AskReddit wazdItiguTuusvinge
Y v wa nﬂ' r.a' d' CYN 74 ¥ Yy a QI o U o Gl -'-NI o
nsgyenludfiiaiulenaniidenseyazlasunnudey lnensiiudy dadieen wselldsud lu

WtonseyiIuIu 1 M

YAULVAVDILATING
1. 14 subreddit #flusivhdaifissesnaden 1ﬂﬁL§@1ﬁﬂumzﬁ lufitlazld subreddit fitesn
AskReddit
2. Fomuinduhdeilflunisinvuasiaundondunmwmsinguriniu

3. mssugthlunisasnseyavaulauanisiiu fineen wazildeumduau 1 A
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AN HUIUY

1. Anwnullemuavunanuieanumsvinganuiivnaniivensyy]  Reddit  lagldlassing

Usvamiisaideadndesnisilnaeu (training) uwuudhassaztuuuu supervised learning

& v o v v PR 19 a .
2. NUIRIANIVBNTEY] LIANFINTEY] WATALLUUAIUUENIN Google BigQuery [6]

3. Wauuwuudadlagld Deep Neural Networks

3.1.

3.2.

¥ word embedding ffudaanuanidensey dauaiwdalailu wil Suluduani waz T
fifnsziudu  one-hot encoding  ileRanuUUTaRildvusAzuLLTENTN
INADITFY

yhuvudaeaie Wiy an vieUsudsutermnilulsslen elvlsussTonlmiflinzuuy

ANUTEUEININAY

4. WWUWLL@%W@&@U@’J’]&JQﬂﬁg]/ENGZJ’eNLLUUGS’]a@Q

5. NAAUIAUTEANS N NUBILUUINADIN LA

5.1.

5.2.

wUstaya 80% Yaeviavun dmiudeyatinaeau (training set) uazdn 20% vewiavund iy
Toyanadeu (testing set) wazananisyhweanuilenvudeyanagey lnemnuuudiaosd
¢ faruwdudilunisvinuneanudeniundy baseline ldwdn majority azdiedndu
[ aa a a [y . . a Y & . o o [V
wuuaesniiusyansam aevidn majority Heuldidy baseline dwsulymnisdndoya
) 1 . . = k4 [y Ky [ 1 van vo
ganiungy (classification) Feaenndesiulgmilulassuiifionisiangunseyialasuainy
Heuuaznseyilidlasuaudion  lnenannisilagdangudeyaynilvieglundudayatiauin
W Jayanguusnildnuiy 70% nauiiass 30% a1ldvdn majority naanwsaziiamuiugeg
71 70% \Judu
Fawansusuugeuselen Taesuannisuiludludssloaney memsifiudn dadn uaz
Waeum aeviusazisegntes 1 a3 wieginuszlealmifiladannuiiasduniazlisu

Anutey gedu Mntudsinsuilehensalvesselealvigneias

6. UFuusawuudnaeuieliinysednsamn

7. aguranisaniinau TowausiuskasNsiavienas
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A15196281N15ALUUIIY

. U 2561 U 2562

JUNDUNITAIUIY

1. AnwawlamiLazunanunelIny
nsvingauiiguannitensey)
reddit

2. mvusyadeyaildlunisilnaeu
LATNAFDY
3. AATILVNLIDS AL DN LU

antUnenssulassneUssanuiey

4. WwuuaznageuANNYNAed

99lUna

5. nAaauInUsEansSnnuesIsnig

NLEUD

6. USulsuiaiiuyseansnm

7. asunan sAuNu

JYRlAUBLUTLATN1TINYILONETS

Uszlovidumanaluniswamnlusunsy
1. Usslevdlusmuanuiwasuszaunisalrefdnios
1.1. ldfudszaumsalmsvhaumeaiianisiieuveanias (Machine Leaming) WuUsng 9 saufis
N1338U3L89EN (Deep learning)
1.2. lﬁmmilﬁmﬁu Natural Language Processing (NLP)
1.3, Wlansvihauegradussuuwaznmsvihaududiy
1.4. fianug anudnlalumsiszuuwueih

1.5. losuuszaun1salnisladenu cloud computing Lazn15¥ AP
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2. Usglovisiodldnunazdany

2.1.

2.2.
2.3.

24.

Isiauesnslvsifideseninainnuideluein Bsonafuusglovivelurssided
Redestumsiiausysslen
AAlFsumnnsiAnfuesdiusznevvesUstleafildiduidedsilinseylisumnuien
yngldFoamanzdanselvaly Reddit Aanunsoldszuuiifieviiuisanuionnould vl
Aalesumndeivilrnszyilonaldiunnuiengs

A1NS0 L NEN1TAANRLA

¢ a4 A d9w
gunsnluaziATaslionly

1.

815AW35 (Hardware)

1.
2.

Macbook Pro 2017
Notebook CPU Intel(R) Core(TM) i7-7500U A314L57 2.70GHz 2.90 GHz RAM 8.00 GB

FanAwIs (Software)

—_

ook LN

Python 3.6

Goosgle BigQuery
Google Cloud Platform
Google API service

Machine learning libraries Keras [7]

quUssang

1.

ALY Google Cloud Platform 9500 UM

2. NTEAMEANLLENETS Ad 80 LNTH LagRINAUN 500 U

U 10000 um
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