
CHAPTER II
THEORETICAL BACKGROUND AND LITERATURE REVIEW

2.1 The Atmospheric Distillation Unit

The most common separation process in refinery is atmospheric distillation 
which utilizes the difference in boiling point. The objective is to separate the mixture 
into several fractions. Figure 2.1 shows a typical process flow scheme of an atmos­
pheric distillation unit. Crude distillation unit consists of a desalter, an atmospheric 
tower, three side strippers and a debutanizer/splitter. Crude oil is preheated by ex­
changing heat with pump-around reflux streams and then sent to a desalter to remove 
salts, solids and water. The desalted crude oil is further preheated by exchanging heat 
with products and pump-around reflux stream.

Figure 2.1 Process Flow Scheme of an atmospheric distillation unit. 
(Lorenz et al., 1997).
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Before reaching the tower, desalted oil heated by a crude furnace to a temperature 
which provides the required degree of vaporization. The hot crude oil enter to the 
flash zone of the atmospheric tower, most of it vaporizes. The liquid portion of the 
flashed crude that is the residue with small amount of components in the range of gas 
oil flows down to a bottom stripping section of the atmospheric tower, where distil­
late fractions dissolved in the liquid are vaporized with steam stripping. While the 
vapor includes all the components that comprise the products rise through the distil­
lation trays.

The mixed vapor stream rises up the column through the trays and counter- 
current to the internal reflux liquid flowing down the column that condensation and 
fractionation of distillate products take place on the trays. The internal reflux liquid 
is created by condensation of the ascending oil vapor that has contacted cooled 
pump-around liquid. Pump-around circuit steams prepares reflux streams of different 
temperature levels, and enables effective utilization of the reflux heat load for heat­
ing the crude oil feed. The condensed liquid is withdrawn from the side of column as 
side-stream products such as kerosene, light gas oil and heavy gas oil. These streams 
are sent to side strippers, where the lighter gas and oil fractions are removed by 
steam stripping for adjustment of the flash point. The bottoms of the side strippers 
are withdrawn as distillate products such as kerosene, light gas oil and heavy gas oil. 
The toped vapor of the atmospheric tower is condensed at the top condenser. The 
condensed liquid, called full boiling range naphtha, is sent to a debutanizer to remove 
the butane and lighter gases. The debutanizer offgas and gases not condensed in con­
densers) of the atmospheric tower are sent to a gas concentration unit to recover 
propane and butane (LPG). The debutanizer full range naphtha is separated into light 
and heavy naphtha by a splitter.

2.2 Heat Exchanger Network Synthesis

Heat exchanger network (HEN) synthesis is one of the most extensively 
studied problems in industrial process synthesis. In all chemical industries, the en­
ergy consumption for the processes represents an important part of the operating 
costs, which makes the efficient use of the energy an important issue. Because of the



ทอทบุ flกล■ เง สํไนักงu n ทย>1ร้พย■ เกร 
ชุพาลงกรซ]มน-ทททาลัช 5

need for heat recovery, almost every chemical industry is nowadays heat integrated 
by one or more networks of heat exchangers. This is attributed to the importance of 
determining the energy costs for a process and improving the energy recovery in in­
dustrial sites. The fist HEN-related paper by Ten Broreck (1994) and thermody­
namic was the first systematic method, using the concept of pinch introduced during 
the 1970s to maximize energy recovery and complete methodology has been devel­
oped by Linnhoff and Tjoe (1985-1986), Linhoff (1993). HEN synthesis techniques 
have evolved extremely by Grossmann and Kravanja (1995).

The process Integration is the heat recovery pinch, discovered independ­
ently by Hohmann (1971), Umeda et al. (1978-1979) and Linnhoff et al. (1978- 
1979). It was Linnhoffร group at UMIST in Manchester, however, that developed 
this concept into an industrial technology in the 80's. The first approaches treated the 
HEN synthesis problem without applying decomposition into sub-tasks. The limita­
tions of optimization techniques were the bottleneck of the mathematical approaches 
at that time. As a result of the pinch concept, the single task approaches were shifted 
to procedures introducing techniques for decomposing the problem into three sub­
tasks; minimum utility cost, minimum number of units and minimum investment cost 
network configurations. The main advantage of decomposing the HEN synthesis 
problem is that sub-problems can be treated in a much easier fashion than the origi­
nal single-task problem. The sub-problems are the following

2.2.1 Minimum Utility Cost Target
Utility costs are usually the most significant variable operating cost. 

Utility operating costs include fuel, electricity, steam, cooling water, refrigeration, 
compressed air and inert gas. Energy management is an important element of con­
trolling utility cost. A principle objective in the synthesis of HEN is the efficient 
utilization of energy. Thus, it desirable to compute he maximum energy recovery 
(MER) before synthesizing the HEN; that is to determine the minimum hot and cold 
utilities in the network, given the heating and cooling requirements for the most 
thermodynamically efficient network. Linnhoff and Turner (1981) provide the exam­
ple to introduce this target step.
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To determine the minimum utilities for heating and cooling, it is 
common to design two networks of heat exchangers, one on the hot side and one on 
the cold side of pinch. Two methods are presented for this purpose. The first, intro­
duced by Linnhoff and Hindmarsh (1983), places emphasis on positioning the heat 
exchangers by working out from pinch. An extension of the utility targeting proce­
dure in the pinch method for heat exchanger network synthesis is presented by 
Marcelo Castier (2007) for targeting the minimum utility. The HENs involving a ret­
rofit is presented by Linnhoff and Vredeveld (1984) and developed in 1986. Pinch 
analysis retrofits a heat exchanger network for an industrial ethylbenzene plant inte­
gration which presented by Sung-Geun Yoon and co-workers (2007). The second is 
an algorithmic strategy that utilizes the mathematical modeling, which was intro­
duced in Mixed Integer Linear Programming (MILP) for simultaneous structure and 
parameter optimization. This model is used for designing utility system (Papoulias 
and Grossmann, 1983). An Linear Programming (LP) transshipment model for 
minimum utilities problems and MILP transshipment model for the minimum num­
ber of units with possible stream splitting and mixing are developed.

2.2.2 Minimum Number of Units Target
The match combination can be determined with the minimum number 

of units and their load distribution for a fixed utility cost. The MILP transportation 
model of Cerda and Westerberg (1983) consider directly all the feasible links for heat 
exchange between each pair of hot and cold stream over their corresponding tem­
perature intervals. At the same time, the MILP transshipment model of Papoulias and 
Grossmann (1983) are developed for minimum the number of units with possible 
stream splitting and mixing. Gundersen and Grossmann (1990) proposed a vertical 
transshipment model that will tend to favor the selection of matches that exhibit ver­
tical heat transfer. A.R.Ciric and C.A.Floudas (1989) presented a the optimal redes­
ign problem of existing heat exchanger networks by MILP in the first stage and Non­
inear Programming (NLP) in the second stage to minimize the cost of purchasing 
new heat exchanger, the cost of addition area and the piping cost.
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2.2.3 Minimum Investment Cost Network Configurations
It is based on the heat load and match information of previous targets. 

Using the superstructure-based formulation, developed by Floudas et al. (1986), the 
NLP problem is formulated and optimized for the minimum total cost of the network. 
The objective function in this model is the investment cost of the heat exchangers 
that are postulated in a superstructure.

However, limitation of decomposition-based methods is that costs due 
to energy, units and area cannot be optimized simultaneously, and as a result the 
trade-offs are not taken into account appropriately. Thus, simultaneous heat ex­
changer network synthesis methods are taken place. The simultaneous approaches 
purpose to find the optimal network with or without some decomposed problem. 
The simultaneous optimization generally results in MINLP formulations, which as­
sumptions exist to simplify these complex models.

In 1986, Floudas and Grossmann introduced a multiperiod MILP 
model for the minimum utilities cost and minimum number of match of target prob­
lems, based on Papoulias and Grossmann’s (1983) transshipment model. In this 
model the changes in the pinch point and utility required at each time period are 
taken into account. Extensions were presented first by Floudas and Grossmann 
(1987), and NLP formulation based on a superstructure presentation of possible net­
work topologies to derive automatically network configurations that feature mini­
mum investment cost, minimum number of units, and minimum utility cost for each 
time period.

Floudas and Ciric (1989) proposed a match-network hyperstructure 
model to simultaneously optimize all of the capital costs related to the heat ex­
changer network. This MINLP formulation is based on the combination of the trans­
shipment model of Papoulias and Grossmann (1983) for match selection, and the 
minimum investment cost network configuration model of Floudas and Grossmann 
(1986) for determining the heat exchanger areas, temperatures and the flow rate in 
the network. The proposed simultaneous synthesis may still lead to suboptimal net­
works, since the value for HRAT must be specified before the design stage.

In 1990, Yee and Grossmann formulated another simultaneous syn­
thesis where within each stage exchanges of heat can occur between each hot and
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cold stream. This model can simultaneously target for area and energy cost while 
properly accounting for the differences in heat transfer coefficients between the 
streams. The match-network hyperstructure model was then further modified by 
Cine and Floudas (1991) to treat HRAT as an explicit optimization variable. This 
MINLP formulation included any decomposition into design targets and simultane­
ously optimizes trade-offs between energy, units and area. Ciric and Floudas (1991) 
also demonstrated the benefit of a simultaneous approach versus sequential methods.

Ji and Bagajewicz (2001) performed the rigorous procedure for the 
design of conventional atmospheric crude fractionation units. Part I aims to find the 
best scheme of a multipurpose crude distillation unit which can process the various 
crude. Heat demand-supply diagrams are used as a guide for optimal scheme instead 
of grand composite curves. Thus, the total energy consumption from stream, heater 
and cooler is clearly shown and this leads the process to be easily optimal. In part II, 
2001, Soto and Bagajewicz attempted to design a multipurpose heat exchanger net­
work that can handle in variety of crude. In order to overcome the smaller gap be­
tween hot and cold composite curves, models that fixed the heat recovery by using 
the minimum heat recovery approximation temperature (HRAT) and the exchanger 
minimum approach temperature (EMAT) was performed. In 2003, Part III, Soto and 
Bagajewicz established a model to determine a heat exchanger network with only 
two branches above and below desalter. The total annualized costs, operating cost 
and depreciation of capital, of solution limited to one or two branches are compared 
with the results of four branches. In this part, the present model is based on a trans­
shipment model and the vertical heat exchange constraints combined with 
HRAT/EMAT. In addition, investment cost is not directly controlled by this model, 
but further indirectly controlled by limiting of the minimum unit numbers. The 
smaller number of units leads to minimal capital cost and energy consumption simul­
taneously.

In 2001, Grossmann presents review of nonlinear mixed-integer and 
disjunctive programming techniques. To present a unified overview and derivation of 
mixed integer nonlinear programming (MILP) techniques as applied to nonlinear 
discrete optimization problems that are expressed in algebraic form. The solution of 
MINLP problems with convex functions is presented first, followed by brief discus­
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sion on extensions for the no convex case. The solution of logic based representa­
tions, known as generalized disjunctive program, is also described, Theoretical prop­
erties are presented and numerical comparisons on a small process network problem.

In 2003, Balasubramanian and Grosssmann introduce approximation 
to multistage stochastic optimization in multi period batch plant scheduling they con­
sider the problem of scheduling under demand uncertainty multi product batch plant 
represented through the state task network. They present a multistage stochastic 
mixed integer linear programming (MILP) model and some decisions are take unpon 
realization of the uncertainty. Computational results indicate that the proposed ap­
proximation strategy provides an expected profit within a few percent of the multi­
stage stochastic MILP in a fraction of the computation time, and provides significant 
improvement in the expected profit over similar deterministic approaches.

In 2005, Grossmann and his teams present an algorithmic framework 
for convex mixed integer nonlinear programs. This paper is motivated by fact that 
mixed integer nonlinear programming is an important and difficult area for which 
there is a need for developing new methods and software for solving large-scale 
problems. This work represents the first step in an ongoing and ambitious project 
with in an open-source environment. Coin-Or is our chosen environment for the de­
velopment of the optimization software. A class of hybrid algorithms, of which 
branch and bound and polyhedral outer approximation are the two extreme cases, this 
framework is reported, and a library of mixed integer nonlinear problems that exhibit 
convex continuous relaxations is made publicly available.

New rigorous one-step MILP formulation for heat exchanger network 
synthesis was developed by Barbara and Bagajewicz (2005). This methodology does 
neither rely on traditional super targeting network design by the pinch technology, 
nor is a nonlinear model, but further use only one-step to optimize the solution. 
Cost-optimal networks, cost-effective solutions, can be obtained at once by using this 
model.

In 2006, Caballero and Grossmann introduce structural considerations 
and modeling in the synthesis of heat integrated-thermally coupled distillation se­
quences. Deals with the design of mixed thermally coupled-heat integrated distilla­
tion sequences, the approach considers from conventional columns to fully thermally
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coupled systems. A discussion about superstructure generation and the convenience 
of using a representation based on separation tasks instead of equipment id presented 
as well as a set of logical rules in terms of Boolean variables which allow to system­
atically generating all the feasible structures. The model is base on the Fenske, Un­
derwood Gilliland equations.

Thokozani Majozi and Anand Moodley (2007) purpose debottleneck 
the overall cooling water supply for the cooling water network. The presented a tech­
nique for contemporary targeting and design in cooling water systems. This tech­
nique is based on a superstructure from which a mathematical formulation is derived 
using system specific variables and parameters. The structural considerations of cor­
responding mathematical formulations consider in four operational cases. The first 
case is in a linear programming (LP) formulation, the second case yields a mixed in­
teger linear programming (MILP) formulation whilst the other two cases yield mixed 
integer nonlinear programming (MINLP) formulations which cannot be exactly lin­
earized.

2.3 Mathematical Programming Models

Mathematical programming is class of methods for solving constrained op­
timization problems. Both continuous and discrete (or binary) variables can be used 
in the corresponding mathematical programming models.
Generally, a mathematical programming model consists of an objective function and 
a set of equality constraints as well as inequality constraints. The problem can be 
expressed in a general form as

Min f(x,y)
Subject to

g(x,y) £ 0
h(x,y) = 0 

X e Rn
y 6 [0,l]m

where
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It should be noticed that the variables X and y in general are vectors of variables, and 
that the constraints g and h similarly are vectors of functions. The objective function
(f) is assumed to be a scalar.

Mathematical programming model consists of an objective function and a 
set of equality constraints as well as inequality constraints.
Classes of Mathematical Programming Models

The mathematical modeling of the systems leads to different types of formu­
lations.

1. Linear Programming (LP)
2. Non-Linear Programming (NLP)
3. Mixed Integer Linear Programming(MILP)
4. Mixed Integer Non-Linear Programming(MINLP)

2.4 Model for Grassroots synthesis

A rigorous MILP formulation for grass-root design of heat exchanger net­
works is developed. The methodology does not rely on traditional super targeting 
followed by network design steps typical of the pinch design method, nor is a non­
linear model based on superstructures. It considers splitting, non-isothermal mixing 
and it counts shells/unites. The model relies on transportation/transshipment con­
cepts. The model has the following features:

- counts heat exchangers units and shells
Approximates the area required for each exchanger unit or shell

- Controls the total number of units 
Implicitly determines flow rates in splits 
Handles non-isothermal mixing
Identifies bypasses in split situations when convenient 
Controls the temperature approximation(HRAT/EMAT of AT min)when de­
sired

- Can address block-design through the use of zones
- Allows multiple matches between two streams
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2.5 Mathematical Model

2.5.1 Set Definitions
A set of several heat transfer zones is defined, namely Z = {z I z is a 

heat transfer zone}
Use of zones can be used to separate the design in different sub­

networks that are not interrelated, simplifying the network and the problem complex­
ity. Next, the following sets are used to identify hot streams, cold streams, hot utili­
ties and cold utilities.

H z = { / 1 / is a hot stream present in zone z } 
c z = { j  \j  is a cold stream present in zone z }
HU Z = { i I / is a heating utility present in zone z } ( H U Z czH 2)
c u z = { j  \j is a heating utility present in zone z} {CU Z a  c z)

Moreover, several temperature intervals are considered in each zone, 
in order to perform the heat balances and the area calculations. The different sets 
related to the temperature intervals are defined as

M z = {เท I m is a temperature interval in zone z }
M z = {เท I เท is a temperature interval belonging to zone z, in which hot 

stream i is presented}
N j  =  {ท I ท is a temperature interval belonging to zone z, in which cold 

stream j  is presented}
H zm = {;' I / is a hot stream present in temperature interval m in zone z} 
c z = {j I j  is a cold stream present in temperature interval ท in zone z}
เทQ1 = {m I m is the starting temperature interval for hot stream /}
ท0J = {ท I ท is the starting temperature interval for cold stream j )
m f = {เท I m is the final temperature interval for hot stream /}
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n {  = {ท I ท is the final temperature interval for cold stream j )

The MILP model uses the temperature intervals to perform energy 
balances and mass flow balances. Figure 2.2 depicts one hot and one cold stream 
spanning some temperature intervals and exchanging heat. At each temperature in­
terval, the variables q Ff account for the overall heat exchanged in interval m of hot
stream i and all the intervals of cold stream j , in zone z. Familiar with q ] ^ , the vari­
ables q*f are used to compute the overall heat received by cold stream j  at interval ท 

from all intervals of hot stream i. The variables q-mj n are used to formulate the heat 
transportation from interval to interval between both streams.

Figure 2.2 Basic scheme of the transportation/transshipment model. (Barbaro and 
Bagajewicz, 2005)

A number of sets are introduced to define all possible sources and des­
tinations for heat transfer in this transportation scheme.

p  = {(i j ) I heat exchange match between hot stream i and cold stream j  
is permitted}
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p ” = {/' I heat transfer from hot stream i at interval m to cold stream j  is 
permitted}

Pjm = {/ I heat transfer from hot stream / to cold stream j  at interval n is 
permitted}

Set p  defines as allowed matching between hot and cold streams. In 
order not to against the thermodynamically possible, permitted and forbidden heat 
exchange matches can be set up by the designer. Sets p£  and P jCm define as feasible
heat transfer flows at each temperature interval.

Finally, the following sets allow the designer to manage additional 
features of the formulation.

N Ih = { i I non-isothermal mixing is permitted for hot stream i }
N IC = { j  I non-isothermal mixing is permitted for cold stream j  }
ร H = { i I splits are allowed for hot stream i }
ร c = { j  I splits are allowed for cold stream j  }
B = {(/3/) I more than one heat exchanger unit is permitted between hot 

stream i and cold stream j  }

The sets N IH and N IC are used to specify whether non-isothermal 
mixing of stream splits is permitted, while sets ร H and ร 0 establish the possibility 
of stream splits. Finally, set B is used to allow more than one heat exchanger match 
between two streams, as shown in Figure 2.3 for match (7/3//). Thus, this model is 
able to distinguish situations where more than one heat exchanger unit is required to 
perform a heat exchange match.

Next, the different equations of the model for grass-root design of 
heat exchanger networks are introduced.
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Figure 2.3 A case where more than one heat exchanger unit is required for a match 
(ij). (Barbara and Bagajewicz, 2005)

2.5.2 Heat Balance Equations
The total heat available on each hot streams or the total heat demand 

of cold streams is equal to the heat transferred to the specific intervals. For heating 
and cooling utilities, these balances are described by the following equations.

Heat balance for heating utilities
F,"( r ; - r , ‘ )= 2  2 X *  Z E Z ;m eM --,ieH -„ ,iE H U - (2.1)

n e M ‘ j e C !
T„l < T "  j e P ,"

Heat balance for cooling utilities
r i r - r . ‘ ) = I  (2.2)meMz ieH!

T„l < T "  ie p f„jepfc



1 6

The heat balances for process streams where only isothermal mixing 
of splits is considered are stated below.

Heat balance for hot process streams -  i <£ N IH
I c  z e Z ; m € i t ’ ; i e H ’m;l* H U ’; U N l"  (2.3)

n e M 1 j e C !n r„L <Tท j e P j" tePjn

Heat balance for cold process streams - j  N IC
« M l ) : ,  z e Z - ,n z M ‘-J e C ;- ,je C U ‘ U e N Ic (2.4)

m e M z i e H 1 
TnL <T“ ie p f„  

j e p «

The hot and cold cumulative heat transfer is defined in the next sets of 
equations. This cumulative transfer is introduced for presentation convenience be­
cause it is related to the equations that define the existence of heat exchangers in the 
different temperature intervals.

Cumulative heat transfer from hot stream i at interval m to cold stream j
= 1 qljn z e Z ; m e M z ; i e H zm; j e C z ; j e P ” (2.5)

j e C ’ \i"J %  m

Cumulative heat transfer to cold stream j  at interval ท from hot stream i
q ’f =  J X ,  z e Z ; n e M - ; i e H - ; j e C : ; i e P £

m e M z \T„ <Tm
(2.6)
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2.5.2.1 Heat Balance Equations for Streams Allowed to Have Non- 
Isothermal Split Mixing

A new variable (q )  is introduced to account for heat flows 
between intervals of the same stream that correspond to such mixing. Heat is artifi­
cially transferred from one interval to another within the same stream to account for 
non-isothermal mixing conditions. Figure 2.4 illustrates how this non-isothermal 
mixing of stream splits is taken into account.

Figure 2.4 Non-isothermal split mixing. (Barbaro and Bagajewicz, 2005)

Following the Figure 2.4, cold stream j  has been split to ex­
change heat between stream i] and /'? and non-isothermal mixing between these splits 
is allowed. This figure shows the upper portion, the split in the cold stream spans 
temperature intervals 3 and 8, while the lower portion spans from interval 5 to inter­
val 8. However, the whole stream spans from interval 4 to interval 8 after mixing 
and the non-split part spans the rest of the intervals. In order to complete the non­
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isothermal mixing which allow one branch to reach a larger temperature as shown in 
the Figure 4, interval 3 get more heat than its demand (aH j f  ) and transfer this sur­
plus heat to interval 4 and 5. Interval 4 and 5 receive less heat than their demand 
from the hot streams, with the difference being transferred from interval 3 by the heat 
q . The heat balance equations for non-isothermal mixing of split are shown as

Heat balance for hot streams (non-isothermal mixing allowed)

kHirn = I  I?,™ zeZ-meM2-izHl-UHU’ -ieNl"
n e M z j e C z n e M z i e H z n e M z i e H zn

within a stream if there is no heat transfer with other stream need to be established in 
the model. Consequently, these equations force q to be zero whenever there is no 
heat transferred with other streams.

Heat balance for hot streams -  i e N IH

(2.7)
Heat balance for cold streams (non-isothermal mixing allowed)

(2.8)
In addition, the condition that heat cannot be transferred

zeZ;meM2 ;ieHz„;ieHUz ;ieNIH (2.9)

Heat balance for cold streams -  i e N IC
zeZ;neMz ;jeCz;j(CUz;jeNIc (2.10)
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2.5.3 Heat Exchanger Definition and Count
The model is defined as a consecutive series of heat exchange shells 

between a hot and a cold stream. For each temperature interval, heat transfer is ac­
counted using the cumulative heat (q), while the existence of a heat exchanger for a 
given interval is defined by a new variable (y), which determines whether heat ex­
change takes place or not at that interval. In addition, two new variables (K and k ) ,  
which are closely related to the Y variables, are introduced in order to indicate 
whether a heat exchanger begins or ends at a specific interval. The use of these new 
variables to count units has been previously proposed by Bagajewicz and Rodera
(1998) and later used by Bagajewicz and Soto (2001, 2003) and Ji and Bagajewicz
(2002).

Even placing the multiple shells, this seems to be as a single heat ex­
changer. Nevertheless, there are cases where non-consecutive series of shells could 
be allowed. For those cases, different heat exchangers have to be defined for each 
series. In order to consider the possibility of multiple heat exchangers between the 
same pair of streams, the additional equations are required.

For the case where only one exchanger is allowed per match between 
streams i and j , (i,j)<£B, then binary variable Yyn , and two continuous variables

are used. The binary variable Yyn , indicates that there is a match be­
tween stream i at interval m receiving heat from some intervals of stream j . In turn, 
Ky£  and k y ” indicate the beginning and end of a string of intervals for which the
binary variable is active. Conversely, when {ใ,j ) G B, YjmH is declared as continuous
and Kyn , kyj? are set up as binary. The Y variables are probably greater or equal 
than one if a heat exchanger exists for the correspondent streams and interval. How­
ever, all variables YYH , Kyn and k y £  are getting to be zero when no heat ex­
changer exists matching streams i and j.

The following group of constraints is used to determine the existence 
of a heat exchanger for a given pair of streams and temperature intervals. When only 
one heat exchanger is allowed per match, constraint (2.15)—(2.19) and (2.20)-{2.24)
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are valid. The equation (2.25) applies further in cases where more than one ex­
changer is permitted. However, equations (2.15) and (2.20) only apply to the first 
and last interval of a hot stream, respectively, while the sets of equations (2.16)- 
(2.19) and (2.21 )—(2.24) are used for all intervals.

Bounds on cumulative heat transfer for hot process streams
QynJîjm -QÏjm - A H z eZ ; me M2 ;;e Hzm ;i g HU2 ; j  eC* ; j  6 p” (2.1 1)

Bounds on cumulative heat transfer for cold process streams
QqrXtjn' -Qy'n -A H jf Yy’c 2 eZ -,neMz ;ieH* ; j  eC* ; jeCUz -,iePfn Ç2 12)

Bounds on cumulative heat transfer for heating utilities
^ ไ;m <f;y (tไ'ไ -T 'ไ; ) z € z ; me M* ; ie H !m ; ie แบ’ ■ j eC! ; j 6 p" (2.13)

Bounds on cumulative heat transfer for cooling utilities
*7ijn Yijn -Qijn —Fj [Yn -Tn ) z eZ ; neMz ;ieHz ; ieCz ; jeCUz\iePfn (2.14)

Heat exchanger beginning for hot streams -  (ij) <£B
zeZ ;m<=Mz ; m = m° ,ieHz ; jeCz ; jeP” ; (ij)i B

\  ;ieH’m ก//: . 1 ijeC  ijep£r\p£_, ;(พํ■ )«£«

K ,jm IV

V Z,HAym -2-Yjjm
V 1,H
K ,jm IA

V 2 ,H Kijm > -ijm
JSZ,H A  1,'Ijm >0

(2.15)
(2.16)
(2.17)
(2.18)

y (2.19)
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Heat exchanger ending for hot streams -  (ij) $B
-YjjmH zeZ ;meMz ;m=mf ;ieH! ; jeCz ; jeP,"\{ij)iB

J^Z ,H  <̂  r \_y Z , H _y Z , H
ijm * ijm * ijm+\

l Z , H  <ร y z , H  
ijm — * ijm

J^Z ,H  y Z , H   y Z , H
ijm — * ijm * ijm+1

■ \

>. zeZimeM1 ;ieH2mÇ] Hzm+1 ;jeC2 ;jep£r\p£.i ;(ij)eB

Prz,H
ijm >0

(2.20)
(2.21)
(2.22)
(2.23)
(2.24)

Heat exchanger existence on hot streams - (jj) e B
Îjm = ร  K y f  -  X Ky]H zeZ;meMz ;ieHzm;jeC* ;jeP," ;(ij)eB

leM* leM ’l<m l-m.}
jeP > ' J e P j

(2.25)

The example shown in Figure 2.5 for a match (ij) £B, only one heat 
exchanger is allowed, will explain how the previous sets of constraints work. The 
hot side of heat exchanger spans from interval 3 to 8 of stream i, heat transferred to 
cold stream j  is not shown. Since, only one heat exchanger is permitted for this 
match, variables ¥1jmH are defined as binary while K y j j  and k j "  are continuous.
The values for all variables are given in Table 2.1. These numbers correspond to the 
set of constraints in (2.15)-(2.19) and (2.20)-(2.24).

m : 1 : 2 3 4 5 6 7 8 9 10

Figure 2.5 Heat exchanger definition when (ij) <£B. (Barbaro and Bagajewicz, 
2005)
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Table 2.1 Values of ¥1jmH , Kyn and Ky'" variables when (ij) <£ B. (Barbaro and 
Bagajewicz, 2005)

m y Z , H
1 ijm

K Z,H
ijm A  ijm

1 0 0 02 0 0 03 1 1 0
4 1 0 0
5 1 0 0
6 1 0 07 1 0 0
ร 1 0 1
9 0 0 0
10 0 0 0

Following Figure 2.5, whenever Y y t'f  = 0 then it follows that K y J ?  =  0 
and Kyj1 = 0, explain in constraint (2.17) and (2.22). At any interval where 1 = 
1, constraint (2.18) becomes trivial and thus Kÿn is getting to be zero because when 
¥1jmH =1, constraint (2.16) gives K y f  to zero.

The possibility of allowing two heat exchangers between the same 
pair of streams is considered. In Figure 2.6, there are two heat exchangers between 
the shown hot stream and a certain cold stream, (ij) e B. Both exchangers are placed 
in series for the hot stream without any other unit in between. Then, the constraint 
(2.25) is used for defining heat exchangers existence. Additionally, variables
K * J "  and kyj? are declared as binary while ¥1.mH are stated as continuous which the 
values of these variables are shown in Table 2.2.
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m 1 2 1 3
l 1—

4 i 5 6
■

7 8
■

9 10 1
rะ 1 1 I1

Figure 2.6 Heat exchanger definition when (Barbara and Bagajewicz,
2005)

T a b le  2 .2  Values of Y 1 jmH , K y f  and K y f  variables when (ij)eB . (Barbara and 
Bagajewicz, 2005)

m Yjjm Kÿm
1 0 0 0
»ๆ 0 0 0
3 1 1 0
4 1 0 0
5 1 0 0
6 2 1 1
!ๆ î 0 0
ร 1 0 1
9 0 0 0
10 0 0 0

Whenever a heat exchanger begins or ends, the binary variables 
K y f  and k-jn are set to one. Then constraint (2.25) leads the values of ¥1jmH equal
to one for all intervals m between the beginning and end of a heat exchanger. Note 
that, when a heat exchanger between the same pair of stream ends and another one 
begins in the same interval (interval 6 for this example) then Y 1jmfl is equal to two.
Since Y:jmH =2 is not feasible if the Y are declared as binary variables and constraints
(2.15) and (2.16) are used, this is why a different set of equations and variable decla­
rations is required when (ij)eB , at a cost of increasing the number of binary vari­
ables.
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A similar set of equations is used to define the location of a heat ex­
changer for cold streams. These expressions are presented next without further ex­
planation.

Heat exchanger beginning for cold streams - (i j ) zB
ไรz£ ร  vz>c  K i/n ^ Y ijn z e Z ; n e M ! ; n = ท0J ; i e H z ; j e C *  ; i e / T  ;

J/'Z^C  <รุ'rs  y 2, c   y Z , C
^ i j n  - L ~ I ijn ~ 1 ip7-1

IS  z ,c  <̂  Y  z ,c  
^  ijn — ijn > z e Z - , n e M ! ; i e H : ; ;e C „2ก c ; „ ,  ; i e /»£ ก / T  , ; 0 j ) g 5

JS z ,c  y  z , c __ y z , c
ÿn “  ■* ijn *■ ijn-1

^  >0

(2.26)
(2.27)
(2.28)
(2.29)
(2.30)

Heat exchanger ending for cold streams - (ÿ ) &B
K z; :  >  Y  1)ijn ijn

z ,c z e Z ; n e M *  ;« = « “ ; / e / / z ;;'eC„z ; i ePfn ; ( i J ) eB

I s z ,c  _y z , c  y z , c
•*'•//« — ̂  *  ijn * ijn-1

ไ ร  z ,c  \Z  z ,c  
K ijn - r ijn

TS z ,c  -V>y z , c  __ y z , c
ijn — * ijn * ijn -  ]

\  z e Z  ; n e M z ; i e H 2 ; j e C *  ก c„2_, ; iePy„ ก / ,; , . ,  ; ((,/)« 5

^ 0

(2.31)
(2.32)
(2.33)
(2.34)
(2.35)

Heat exchanger existence on cold streams - (ij) e B
Yjn -  -  K  y f  z e Z  ; n e M 2 ; i e H z ; j e C *  ; i e P j n ; { i j ) e B  (2.36)

Tin lin-1iePjj izP<j
Lastly, by counting the number of beginnings or endings of heat ex­

changer, the number of heat exchanger units between a given pair of streams, E y ,
can be figured out. The beginnings number is calculated by equation (2.37) to (2.38)
and equation (2.39) to (2.40) is used to generate the endings number.
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Number of heat exchangers between hot stream i and cold stream j  -  (ij) &B
I

E ■1= ร  K f
neN'j-JepC ijn

E ; =  I  /meMf -Jep£
Z,H
ijm

El= I  * 1new; ijn

z  g Z ; i  6 / / '  / 7  e C ! ; ( i , j ) g p

£ 1; <1 z e Z }  i e H ’ ; j e C z ; ( i , j ) e P ;  ( i , j ) i B

Kz < F.z’mm z e Z ;  i e H* ; j  e c! ; (i, j )  e p ; (  i, j ) g ร

(2.37)

(2.38)

(2.39)

(2.40)

(2.41) 
(2.42

For the last equation, (2.42), the number of shell, U y , need to be 
greater or equal to the number of heat exchanger units, Ey . Because a single heat
exchanger does not mean only one shell, the shell number should be needed to satisfy 
the required area for each match.

However, each shell number will be counted as a separate heat ex­
changer whenever the condition of more than one exchanger is presented. The con­
straints for this situation are shown below.

Number of heat exchangers between hot stream i and cold stream j  - (ij) e B
บ ; = meM‘ JePP
บ}’msM’jePP

n eN ‘ -iePf„

Vfj = X * /
n s N - , ie p j

(2.43)

(2.44)

(2.45)

(2.46)
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2.5.4 Heat Transfer Consistency
To explain the heat load of each exchanger unit for multiple heat ex­

change, heat transfer consistency constraints are necessary to be addressed. When 
heat exchanges from hot stream to cold stream with two exchangers exist in series, 
for example in Figure 2.7, the cumulative heat of hot stream in interval 6, q*jf is
transfer to the cold stream in interval 5 and the heat left of hot stream, q * f , is sent 
into interval 8 of cold stream. The amount of heat that is transferred to the next heat 
exchanger in series, q *mH, is used to calculate the heat load and area calculations in
each heat exchanger. Table 2.3 expressed the values of the variables involved in heat 
load calculation which are the heat exchanger existence, beginning and ending of 
each heat exchanger unit and the value of q . Another variable need to initiate is
called x*m Jn which used to find out the ending interval for each heat exchanger con­
nected in sequence for match (ij). So, the value of X *11 jn will be zero whenever m 
and ท are cold-end intervals and be higher than zero in all other situations.

&

Figure 2.7 Heat transfer consistency example when (i j ) e B. (Barbaro and 
Bagajewicz, 2005)
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Table 2.3 Values of variables K 2/  , 
and Bagajewicz, 2005)

Load f+q'ÿ f+ q $ + q $ - q $
Unit l

M T , . v , „ ? »
1 0 0 0 0
ๆ 0 0 0 0
3 1 1 c 0
4 1 0 c 0
: 1 0 0 a
6 2 I 1 > 0
7 î 0 c 0
8 1 0 1 0
9 0 0 c 0
10 0 0 c 0

»Y J /  and q / H when O'1/') € B. (Barbara

Load = qÿ + q $ - +?/■ +q$ +?■ ■  f  
tfrôfe 1+2 = ^ + ^ + ^ + ^ 5 + ^ 7

ท r „ Kn K„ ? »
1 b C c 0
7 1 1 0 0
3 1 c 0 0
4 1 c 0 0
5 1 c 1 0
6 0 c 0 0
7 1 1 c 0
ร 1 c c 0
9 1 0 1 0

The heat transfer consistency constraints for multiple heat exchang­
ers are expressed here. Heat transfer consistency for multiple heat exchangers be­
tween the same pair of streams.

บ ุ /  -  q /  *  บ /  - q /  + W L j n  Max { £  A f t f "  ; บ H f } >1
leMf leN2 leM2 leM2l<m ' 1 ' ’ 'le N] l<ท leM2 

!<my&a
leM2 l<ท

leN; l<ท leM2l<mjïrïï
leM2 l<ท 
iePÏ

\ r  Z _ '-J _ _ jy - z , c  , 1 '  £ r  z , c __ 1 \  1 £ r  Z ,HA . ■ - =  Z  — A 1- — A . 11- ฯ------ / A  ,1» ----------- /  A  1,,im jท ijm ijn A Z -J  (/' 4  Z -rf ijl
^  le N j ^  le M *l<ท l£m

บ : /  - q /  *  บ : /  - q /  - 4 X zmJr1 M a x {  บ ุ แ ' 1? - ,  บ ุ h / }
leM2 leN J leM2 leM2l<m ■

V Z ร Z  ; m ,«  G M  z 
I TnL < T “ ; ( / , y ) e  ร  

;'s  H zm ; y 6 c ;
*6 5/„ ; 7 6 Pii

(2.47)

(2.48)

(2.49)

Z K ï " - Y .  K ,
le M * le N 'l<m l i n
/ p " 7eP f,

z e Z ; m , n e M z;TnL < T l  ;T„L> T l
07)65; ieH^jeCz-iGPl;jePl (2.50)
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le M *
l<m
j ^ p " > z  e Z  ( i j ) e  5 ; i e H ^ - J e P j

Z(K*yf - K ' f ) z  1

1 <ท J 
ie P f,

J

(2.52)

7 'ijm ะร 7 Ï (2.53)
q tf< K tfA H Z ? > z e Z ; m e M ’ - , ( i j )eB-,  i e H !m ; j e P j (2.54)
q ; m" < K ^ A H * mH (2.55)
ท 2: H >0 *2 ijm — y (2.56)

7  Ijn -  7  j n (2.57)

> z eZ  ; n e M 2 ;1( i j ) e B  J e C zn -,iePjCn (2.58)
q £ < k $ U i f (2.59)

i

o y (2.60)

Main constraints for the heat transfer consistency are the equation 
(2.47) to (2.49). All these constraints show that whatever calculated from hot or cold 
stream, the heat load of heat exchanger also be the same. In addition, in case where 
there is the cold-end interval, x*mjn=0, the equation (2.47) and (2.48) become an 
equality as

Z ' z , H  ~Z, H _  V '  * z , c  ~ z , c
7  ijl 7  ijn ~  /  , 7 ijl 7 ijm

l e M f  l e N j
l<m l< ท

For example in Figure 2.7, at interval 6 of hot stream and interval 5 
for cold stream, the constraint (2.47) and (2.48) will be summary to



29

~Z,H . ~Z,H  1 ~,Z,H 1 ' ' ะ , / /  
< 7 ( / 3  +  +  9 ijS  +  < ? , ; 6

« z,c๚,;6 =q'ÿï  + q£  +i ï j f + qïif ■ qïjf
And the heat exchanger does not start at interval 5 of cold stream, so 

the value of q 1j f  is zero. This lead the equation become

~Z,H , ~ Z , H  , ~ Z , H  , ~ Z , H  _  ~ Z , H  _ ~ z , c  . -z.c , ~ z , c  , ~ z , c
Qij i  ~̂ ~çiij \  ( 7 i / 5  q  tj 6  ~  q  ij6 ~  q ij2 ^ q  ij  'ไ q ij A q  if5

The next constraint, (2.50), is produced to make sure that there is fea­
sible temperature difference between hot and cold stream at the cold-end that is the 
hot stream temperature is forced to be higher than the cold stream temperature at the 
cold-end of the heat exchanger. Figure 2.7 will show clearer in description. Follow­
ing constraints, (2.51) and (2.52), are used to describe that a new exchanger can only 
start, in the same interval with the first one sequentially, when the previous ex­
changer has ended. Last sets of constraint, (2.53) to (2.60), are used to specify the 
value of variable q . This variable is created to be zero for all intervals except the 
connection interval between two exchangers which continuous constructed in series, 
first heat exchanger ends and the second exchanger starts in the same interval.

1 2 3 4 5 6 7 g 9 1 0

►

îfl +A-ÿ2 +A‘v'4 "™-ç5 _ I

This equation, together with the ones 
written for previous intervals, enforce 
the condition that if a heat exchanger 
for match ( i j )  ends at interval ท = 3 
in streamj  then it mist also end at 
interval some interval before m = 6 
in stream i

ะ­-* *
1

1  ! 2 3 4 5 6 7 g 9

Figure 2.8 Integer cut for heat exchanger end when (/ j )  e B .(Barbaro and 
Bagajewicz, 2005)
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2.5.5 Flow Rate Consistency within Heat Exchangers
The assumption that constant flow rate passed through heat exchanger 

is applied to the MILP model. The next equation group expresses the consistency of 
flow rate within a heat exchanger. In Figure 2.8 depicts an example of heat ex­
changer which exchange heat during the interval 3 to interval 8 of hot stream i with 
the cold stream j. Next, new word need to be introduced, they are called “extreme 
intervals” which are the intervals 3 and 8 for this example while “exchanger-internal 
intervals” are referred to the retired intervals which are the interval 4 to 7.

Let explain more details for this example where allow only one ex­
changer for match, (ij)eB . For the exchanger-internal intervals, interval 4 to 7, the 
flow rate can be consistently established as the ratio of the cumulative heat transfer, 
the heat capacity and the interval temperature difference. In contrast, this equation 
can not be used for the extreme intervals because the real temperature difference be­
tween upper and lower bound of interval are not the same as normal range, it is 
smaller. Consequently, flow rate for the interval 3 and 8 can be solved by the ine­
quality constraints as mention in Figure 2.9.

- r f ) “  C p im_1(T£ 1- T^ 1) C p im ( r p  - r f  ) -  C p im_1 < j £ 1- T )

m

Heat exchange}■ spanning
1 2 3 4 1 5 1 6 1 7 8 9

q\tü ~ Z ,H  'Inm—l
C p im c r?  - r mz) = C p im_1 ( j £ 1- T ^ )

Figure 2.9 Flow rate consistency equations. (Barbara and Bagajewicz, 2005)

The equations used for classify which interval is exchanger-internals 
or extreme intervals are introduced couple with the variable a. Actually, it is defined 
as continuous but the following constraints enforce it to be one when the interval is 
exchanger-internal and zero for all others.
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Definition of exchanger-internal intervals for hot streams

£ z ,H 
A i jm - l

Z.H >  Y  Z,H _  JSZ.H _  rs-z.H _  j>z,H _  frz.H a ijm —I ijm ~  A  ijm ~  A  ijm-l ~  A  ijm ~ ^  ijm-l

z^Z -m eM 1 ; i e  ก  H ‘m_, , je P , "  ก  ;,ieSH J e C ‘
>

1?:"''ijm >0 y

(2.61)

(2.62)
(2.63)
(2.64)

At exchanger-internal interval, there is no exchanger begins or ends, 
soKum > K ijm-\ > are all zero and Y 1jmH =1. The constraint (2.63) gives
the value of a-jj1 to be one. On the other hand, for the extreme intervals, at least one
ofKy’m , » K jj1, K*f_1 will be equal to one or Y j f  =0. So, a.jjj will become
to zero.

However, there is another condition, which effect to these constraint 
equations. When splitting stream flow rate is allowed, the flow rate consistency 
equation will be

Flow rate consistency for hot streams in exchanger-internal intervals-/G ร H, (ij) £B

;Z,H ท2,̂Q  ijm - \-- - < - ----- J T ’ — +(lCpm (T j -TmL) Cp,m_1 (Tj_1 -7 ^ , ) v "

Cp,m(Tum - T lm)~Cp,m_1 ^ ~a^  )'Fi

z e Z - , m e M z - , i e H l Y \ H 2m_x 
i e S H; j < = C ' ; j e I % r \ I > i  1

Flow rate consistency for hot streams in extreme intervals - i e S  H, (ij) iB
-----ig L -_  >------ ^ - '  - ■ ----(i+k'# +K?-j - k£ .  ) f,
C p m ( T j - T j )  C p im_1 ( T j t  - )  , ] m - '  iim

C p . J T j - T mL) ~ C p  1m_x( t J _ [ - T ^ t ) + ( ] +  K + K ‘,m ~ k ‘im ^ F>

(2.65)

(2.66)

z  e Z  ; m e M z
/ € / / :  ก / / ; . 1 

ก

i e S H \ j e C z \( i , j ) e B

(2.67)

(2.68)
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For the exchanger-internal interval, a= l, that is the last term in the 
right hand side of both constraints, (2.65) and (2.66), are canceled out and the con­
straints perform as equality. In contrast, constraint (2.67) and (2.68) are defined for 
the extreme intervals. Constraint (2.67) is referred to the beginning of heat ex­
changer and the end of exchanger is expressed in constraint (2.68). Consider (2.67), 
at the end of exchanger, the last term in the right hand side is deleted. The last term 
in (2.68) can also be erased whenever there is a starting of exchanger.

However, the effect of stream splitting also needs to be concerned. 
The possibility of appearing two different heat exchangers in the same interval is 
used to construct the constraints for stream splitting.

Flow rate consistency for hot streams in extreme intervals - ie  ร H, (i j ) 6 B
ท Z.HQijm ____ > _____________ _________________________ I t  £ z ,H  4 .ÇrZ,H _ tsZ,H  t  r .r. 1T บ Ti x- n  . T  บ 7, L , +CPim (Tm ~Tท, ) Cp,m-1 (‘ท,-i -T„-1 )

CpJ tI-T D  - ๑ ^ 1( ร ,-?£ 1) ̂ 2+ k ‘;" ~K̂ ' - Ŷ ' F<

ท 2'H - n z'H ท 2'H* บm * ijm ^  ijm—1 , /  r\ JJ-Z,H JSZ,H -yz,H I p
CPm (Tm Tm) CPim-1 (T’m-I ~ T’J'-I ) ~ ~ " r 1

z e Z ; m e M z
i e H zm ก  H zm_,
yt/>"n/’",
i e S H ; j e C z; ( i , j ) e B

(2.69)

(2.70)

(2.71)

When a heat exchanger starts at interval m-1, the constraint (2.69) is 
applied while the constraint (2.70) is used to identify when another heat exchanger 
between the same pair of hot and cold stream that ends at the interval m-1. Con­
straint (2.71) expresses at the end of a heat exchanger which the possibility of having 
two heat exchangers that start at the same interval is concerned. All constraints, 
(2.67) to (2.71), can be simplified for the case that stream split is not allowed be­
cause the flow rate for exchanger-internal intervals is equal to the actual flow rate.

Flow rate consistency for hot streams -i<£S
* te-1 + Ŷ  -  -  2\  M l z £ z  ;  m e Mz ; i £ Hzm_1 ก//*ก //* 41 ; i e ร" 

a, j) tB; je  c z ; j  £ />"_, ก p" ก p "41 (2.72)
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t e  a t e "  -  Kไ/" -  Kไ/" )• A /te  

t e  s t e "  + Kไ/" + t e "  -  2)-A/t e  ̂

zeZ ; me M2; ie H2m_x ก//2 ก //2 +1 ; /■ g ร" 
y  eC 2; j e  t e n a n t e .

(2.73)

(2.74)
In case that only one exchanger is permitted, expressed in constraint 

(2.72), the heat flow is equivalent to the amount of enthalpy change for any internal 
interval. However, for the multiple exchangers, the variables Y are probably higher 
than one. Therefore, two following constraint, (2.73) and (2.74), are set to satisfy the 
concept of equivalent between heat flow and enthalpy change.

Consequently, flow rate consistency constraints for cold streams are
shown below.

Definition of exchanger-internal intervals for cold streams j e  ร '
ท 2’,~ < \  — v 2P  — V ZP  “ ijn ^ i j n  ~ s v ijt!-]

™ z ,c  <-1 £-z,C _  IS z ,c
u ijn —1 ~  tjn ~ £s- i jn - \

_ z,c N. \ r z ,c  v z,c  zs-z,c z ,c  z,c
a /n  -  Y/jn -  K /n  ~  A /„-1 -  K /n -  A  i/n-l 

0

y zeZ,neMz ;jeCz ก c„2_, ; y eSc; ie H2 ; iePj ก pj_1
(2.75)
(2.76)
(2.77)
(2.78)

Flow rate consistency for cold streams in exchanger-internal intervals-/£ ร c ,(//) <zB
j' z ,cq/n t e lฯ0" ร jjlml J 1 a pC) F.

f-1 (  nrU T  L \  / O  /  T21 U rj-1 L \  '  yn /  JCPjn (Tท - Tท ) CPjn-l (V-l -  Tn-\ )

Cp]n(T? -TnL)~Cp71 ( ร - t e , ^ Fj
>

y

Flow rate consistency for cold streams in extreme intervals - j e S c ,(//) £B
te l- Z ,  c

___________ ^ ______________________________ q ijn -\_______________( i l l , É z z . c  r z Z . C  \  r

7 T  ( T u - T L \~ ~ r j ,  i r 1'  _  7 ’ £ ' 1 ' ’ '  +  ^ ' > - >  ~ K / / i )  ^ iCPj„{T„ -T„ ) Cp J„ (T 11 -T 11 )
q ไ;" _____________ q j jP l ______________  (  21c เ ร : £  E -

r n  ( T u - T 1 r n  I T U - t l  \ + ' 1 + ^ y » - 1  + K ij» K îjn )  *1Cp j„ (T„ - Tn ) Cpin_ 1 {T„_ 1- r„_| )
zeZ\neMz ;(i,j)eB 

jeSc-JeCznÇ\CU 
ieHz ■ iePf„^Pjn X

(2.79)

(2.80)

(2.81)

(2.82)
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Flow rate consistency for cold streams in extreme intervals - j e S c ,(/j/) G B

C p j tâ -TnL)~  C p ^ i ïù - T Ü
qz’C ~z,c

C p J i ï - T Î ^ C p J i c - l î , ) '
zeZ\neM! ,(i,j)eB

jesc-jsC„vicix
ieH2 ก ^-

(2.83)

(2.84)

CPjSfn - V ) “ C p j ï i - T t ù
zeZ;neM! ;(i,j)eB 

jeSc-jeCnf\Clt 
pj„n p'_ 1

(2.85)

Flow rate consistency for cold streams - j g 5 c
iï jnC > (rf'f.Vÿw-l rrZ,C _ j/Z,C1 ijn ~~ 1 ijn + 1 - 2 ) a//;-c z e z ; ท 6 M*; j 6 c 2_, ก c 2 ก c„2+1 ; i « ร c 

i e H ’ ; i e p C _ 1 ก  p j „ก /ร *1

-z,c Q 11’ >  (y z‘c - K z'c -- K - f  ) ■ AH2'1ไ! ijn \  ijn ijn ijn J jn

¥ ijn >  (y2’c1-  V  I jn - l +  K t f  +  k z,c _ 2 )
ijn+l z / ■ M I % C

y
z e Z .n e M 2; ÿ e C '. ,n e 2 ก c „2+1 ; /« 5 c 

(น) eB; ie  H 2 ก / ร ิ ก / *  1

y

(2.86)

(2.87)

(2.88)

2.5.6 Temperature Difference Enforcing
This part is necessary to generate in order to assure the heat transfer 

feasible. Firstly, Figure 2.10, constraint (2.89) and (2.90) introduce the temperature 
difference of extreme interval for the condition that there are no splits are allowed. 
Additionally, constraint (2.91) to (2.96) further explain in case where stream splits 
are allowed.

Figure 2.10 Temperature difference assurances when splits are not allowed. 
(Barbaro and Bagajewicz, 2005)
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Temperature feasibility constraints - i i S  H ,j$  ร '
â z,H ท 2'0jL _J_Üm_>rpL Qijn1 m ' — 1*, '

IJท บ

F,CPim

£
■ >T_ —

FJCPj*
qใ;ท ~ ( 2-K '* -K * )-T nu

Z eZ ; n y i e A f  ; Tj; <1% ; ไ ^  > £  
l icICja; -JeJ* (2.89)

(2.90)

Figure 2.11 Temperature difference assurance when splits are allowed. (Barbaro 
and Bagajewicz, 2005)

Temperature feasibility constraints - ie S  H , j e S c ,(ij) <zB

J/- z,c ^ 'ๆ  ไ/'2 M ใ/'2 £ A 1- ระะ/. — A ,1.' — A 1,'ijm ijn (2.91)

Qijn ^  F Pjn / 2 - K zH - K 2,c) —rj-JJ rj-<L rpU rrij, / - ( _  \  ijm ijn ) rjrjJ rpLm̂ ■* ท *n+1 * n+1 P̂jn¥ 1 m̂ *ท
Ze Z;m,ne M! \ieSH

j e S c - X < T “ - X  > T t (2-92) 
y  e//; ก/ / : +1; j  6 q  nc:+1;

ก ^ ; / ๙ ก ^

T/ij-TL, cZ, ( 2 - 1Ç j - A f ) r rU  rp i,

7
(2.93)
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JS Z ,H  ^ ^ )  JS Z ,H  Iy - z yCijm — •** ijm ^  ijn
nzHQijm-i

rpU  _ 'J'L T ^ - T ^ C p
^'''’P im  1 /  O JSZ,H £rz,c  ̂  ^ ~  + V2_A(/m -*/}; / -'Pint-]

m Z,H

J^U _rj^L

ไ? - M a f c t f  ) " c - t ,  O ï l  +(2~ ^ -  "*»" }/W/ rriL 1 ท-1 — yn-l

(2.94)
Ze Z ;m,ne M‘ ;ieSH

j  e ร0; T„L < T“ ; T„u > TLm (2.95)
iéw :ก//:.,;" e c ;n c l;
' ^ / ’: ก / ' : , ; ก c

(2.96)

All these next constraints are performed only for overlapping pairs of 
intervals where TnL <T n and T 1'1' >T j  which m and ท are the overlapping intervals 
of hot and cold stream at the hot end of heat exchanger. Constraint (2.91) is gener­
ated to guarantee that the cold end of the cold stream of heat exchanger will not be 
located at the same interval with the hot end. Feasible heat transfer forces the con­
straint (2.92) in valid. That is the hot end temperature for the cold stream is less than 
the hot stream. Moreover, constraint (2.93) stated that the hot end temperature of the 
hot stream equal to Min {Tท -,Tnu } as illustrated in Figure 2.11. Finally, the con­
straints for the case of multiple heat exchangers are presented next.

Figure 2.12 Temperature difference assurance at the hot end of an exchanger - 
ie S  H , j e S  c ,{ij) &B. (Barbara and Bagajewicz, 2005)
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Temperature feasibility constraints ie ร H ,ÿe ร c ,(/,/)

K f ï l  +  Y f - K g - K ÿ

q fny ijn
rjiJ  _j i

CPjn + ('+ *£ - K g -*£)-.****j U  _ r p L  f ,  ■ \  * ■ ‘ บท “ ijm **ÿ »  /  j4 J  _ 7 ,/.
i /7+l — ■‘ m-l พ 7 ๗  ~ I n

Q'jn ^  ffi/m 1 CPjn / 2 —VzH v 2,c\ ^ jnrrU   'T'L rj-ti/   rpL. ✓'■'r \ บ่m บ่n / rpfj rpL■*ท ^m-1 ^m-1 P̂jn+1 * m * ท

ze Z ,m,ne M’ Je SH ;
\ jeSc-, T„L < T“ ; T? > rj-
'  ' e / / ;  ก / / ; . ,  J e  c ; n c ; , ,

«'6 /ÿ ก/£”1 e ฦ;ก/£ 1

ไ ; . 1 Cp” , )'■
AH.Z,H

im+1

(2.97)

(2.98)

(2.99)

(2.100)
m+1 m+1

y  Z,H ร' 1 I y z ,H  y z yH y  z,c A  11. 2 :  1 T  /  ,1. ' — A  1.,' — A  1.,'Ijm ijm ijm ijn

^m -^m  ÿ L  Cp,m I t : c\ AH;m"
rj'U _rpL rjyU __rjiL \  ijm ijn )  rji[J rjii

m ท m—\ m—1 x im - \  m ท

C , %  ( k 1,H t ,c\ 
7 ? - M a $ ; , 7 t \  # - £ ๑ ^  v  f t - l t

z e Z ; m , n e M 2 J e  ร'1 ;y jeSc; T„L<T̂ 'X >̂
/ 6//; ก//;.1; ; 6 c; nc;_, 

ก ^ ; / ^ ก ^

(2.101)

(2.102)

(2.103)

2.5.7 Heat Exchanger Area Calculation
The area of heat exchanger can be determined by considering the heat 

transfer of any stream match.

Heat transfer area for one heat exchanger is permitted

= 5 ,meM* Xn eN ‘ ;T„l <T% 
jzP Ü  "ieP%

ป ีX
Z e Z; i e H2 ; j  eC2 ;(i,j) e P (2.104)

For multiple heat exchangers between streams / and j  are allowed, 
each exchanger area can be formulated by this following constraints.
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Heat transfer area for multiple heat exchangers
j z . k  < ^ ^  { ^ l j n ~ ^ i l , jn ) ' { h l  + h jn )

leM f nelfj I
เ^/ท pL <sjU

^ ะ -K -K

4 ^ 1  z
le lr f nerf 
l<m pL<jV

k u .- t f iJ iK + K )
< L-K -K

- 1 4  ‘ + 4 ~ ( 2 - ^ . " - g^ ) A  

-ï,r f-4,J?-k‘■ a-o;*)

T ‘ 2 4  - 1  T ‘

2 > - < #  = ร ฺ* / + 1 - 1 ร "
A=1 l e M ‘ ;l< mjepk

i m j n  Q ijm
n e N j ,T „ < T %  
j e P ”  ; ie p f„

qz < qzJ i m j n  ไ/ i m j n

(2.105)

(2.106)

z e z ; m € M1 (2.107)

J

jeP"m
* = (2.108)

(2.109)

(2.110)

The maximum number of heat exchangers allowed per match, kmax, is 
required for area calculation. The heat exchanger area of the A>th heat exchanger is 
calculated by subtracting the area of the former exchangers, k-1, from the total accu­
mulated area until the end of the Æ-th exchanger. The binary variables x*j* are used
to specify which exchanger is present at a certain temperature interval. Obviously, 
all constraints (2.105) to (2.110) are constructed for hot stream intervals only be­
cause hot and cold stream intervals can generate the same heat exchanger area.

2.5.8 Number of Shells
The variable บ z is used to define as the number of shells.

Maximum Shell Area
A)-A)max^o ze Z; ie  H* ; j  e c z -,{i,j)e P ;(i,j)e  B (2.111)
Az’k <  A z f l z,k zeZ; isHz ;jeCz ;(i,j)eP ;(i,j)eB (2.112)
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2.5.9 Objective Function
The objective function of the MILP model is to minimize the annual­

ized total cost, this is composed of the operating and capital cost. The simply as­
sumption of linear relation is used to approximate the total cost. The equation ap­
plied to calculate the objective value is indicated below. The first term represents the 
cost of hot utility, the second referred to cooling utility cost, followed by the fixed 
cost for heat exchanger and end up with the area cost.

Min Cost =^ X  X  ĈF̂AT, + X  I  'LcïFf*rj +
7 ir- u r r1 ir - r2 7 irf-112 i rU 12 ieHU* jeC OJJeP 2 jeCU* ieH1ojhp

z z  z (< บ;7 .V 1122 ieH2 jeC<‘T)tr OJJeB (2.113)

z z  z ( « + < 4 ; ‘)z ieH ' yeC 
O.jteP VJ*B
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