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This thesis proposes a design of a supervisory model predictive controller for a

heating-ventilation-air-conditioning (HVAC) control system. The control objective is to

minimize the operating cost and take into account of electrical load shaving and ther-

mal comfort of users. To ensure that thermal comfort is well regulated, we utilize the

Predicted Mean Vote (PMV) as an indicator and determine an acceptable bound of

a desired set-point temperature. The control design consists of two layers, namely, a

supervisory control (SC) layer and a model predictive control (MPC) layer. For the SC

layer, we explore a configuration including the choice of predesign controller, the analysis

of steady-state response, and the possible range of the set-point temperature. We in-

corporate the effect of set-point temperature, air velocity, outside air temperature, heat

load inside zone onto the HVAC electrical power. Then, we search for an optimal profile

of the set-point temperature that minimizes a weighted sum of a total operating cost

(TOC) and a thermal comfort cost (TCC). Moreover, exploration of trade-off between

TOC and TCC helps us to achieve both control objectives efficiently. For the MPC

layer, we formulate the control design with the objective of tracking the optimal set-

point temperature and minimizing the control inputs. We apply the proposed control

design to a complex dynamical model of HVAC system with volumetric flow rate, elec-

trical power of heat exchanger, and removed moisture as control variables and test with

various weather conditions. When the allowable PMV of the zone is specified within

a certain comfort level, the TOC of the proposed supervisory MPC is significantly re-

duced compared with that of the nominal operation. The maximum electricity demand

of HVAC system is reduced and the electrical power profile is smoothly shaved. Fur-
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thermore, the zone relative humidity is well regulated and corresponds to the operating
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CHAPTER I

THESIS OVERVIEW

1.1 Introduction

Thailand electrical energy consumption is annually increasing influenced by Thai-

land economic growth. Gross Domestic Product (GDP) is one of the representatives of

economic growth of a country. To demonstrate relationship between Thailand electrical

energy consumption and Thailand GDP, Figure 1.1 shows Thailand energy consump-

tion [1] versus Thailand GDP in 2010-2018 [2].

2010 2011 2012 2013 2014 2015 2016 2017 2018
1

1.2

1.4

1.6
104

4

4.5

5

5.5
104

Figure 1.1: Thailand GDP and electricity energy consumption in 2010-2018.

From Figure 1.1, we can see that GDP and electrical energy consumption has

the same tendency with a correlation = 0.81. Reported in [3, 4], this incident also

happens in middle eastern countries and Italy. Not only the economic growth but

also energy inefficiency is one of the major factors that leads to an increase of energy

consumption [5, 6].

To improve this problem, upcoming technologies like intelligent control, smart



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

grid, and smart sensors [7] becomes a key to success since it allows us to precisely design

and implement a large-scale energy management system.

An HVAC system is a common equipment for most buildings and is one of the

largest energy consuming parts of the buildings. Energy consumption of the HVAC

system depends on heat load and set-point temperature [8]. Since the set-point tem-

perature of the HVAC system can be adjusted, it allows us to apply the HVAC system

with the demand response strategies, which aims to organize users load profile and give

them back an incentive payment rate [7].

Most studies in demand responses strategies for the HVAC system focus on only

reduce energy consumption, thermal comfort condition for users is overlooked. Only

few research focuses on the trade-off between thermal comfort and energy consumption

[7, 9, 10]. Thermal comfort is a state of human feeling about their thermal satisfaction.

Since thermal comfort is subjective to human feeling, Predicted Mean Vote (PMV) was

developed by P.O. Fanger [11] which then standardized in ASHRAE55 [12]. Calculation

of PMV involves temperature, humidity, air velocity, and users’ parameters, for example,

clothing index and users’ activities.

Supervisory control (SC) is a management control layer which determine an op-

erating condition for local controllers. The purpose of using the SC is scheduling and

planning. For the problem formulation, the SC design can be formulated as an optimiza-

tion problem. The optimal solution then becomes a set-point or operating condition for

local controllers. In [13], there was a comprehensive review of using the SC with the

HVAC control system.

Model Predictive Control (MPC), one of the advanced process control theories, is

widely used in industrial process control system. The theories behind the MPC involves

optimal control theories and numerical optimization [14]. The MPC is able to deal with

both nonlinear and linear models and can handle various type of constraints. On the

other hand, MPC always requires priori knowledge of the plant, for example, model

parameters, operating parameters, and dynamic model.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3

Due to its ability to handle constraints, the MPC is widely used in chemical

process, distillation process, and also HVAC system [15–19].

The application of the MPC to HVAC systems as intensively reviewed in [16].

Supervisory control design and time-varying set-point design was stated as challenging

problems. It was suggested without illustrating that cost function of the controller can be

composed of thermal comfort and energy saving. Reported in [17], a frequency control

of air conditioning system was introduced. The authors integrated real-time pricing,

performance mapping, and penalized error in the MPC problem. However, thermal

comfort and humidity control are overlooked. In [18], appliance scheduling using MPC

based on HVAC system and battery energy storage system was presented. ON/OFF

control was integrated into the MPC problem whereas the cost function consists of

time-varying energy cost and operating conditions. The authors also integrated PMV

with the help of linear regression into the control design. Although the research was

carefully conducted, we observe that lack of consideration of humidity and air velocity

can adversely affect the approximation of the PMV. As results, thermal comfort might

not be achieved. The MPC design with direct consideration of the PMV was presented

in [19]. The authors solved the PMV-based optimization problem using their proposed

method. As results, the authors successfully regulated temperature and PMV whereas

energy consumption is reduced. However, they do not consider humidity control and

peak-load shaving.

Recently, a few research focused on using a multi-layer controller to control HVAC

systems. Supervisory Control and Data Acquisition (SCADA) system was used in en-

ergy management for HVAC system [20]. The local controller was selected to be pro-

grammable logic controller. Reported in [21], application of a cascaded control to the

HVAC system was introduced. The authors applied the MPC for an outer control loop

and used PID for an inner control loop. The MPC compute the set-point for the PID

whereas the control objectives are to reduce energy consumption during off-peak hours.

Energy price was regarded as time-varying function. As a result of their work, it sug-

gested that set-point temperature adjustment has a significantly impact on the HVAC



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4

electricity consumption. However, their design does not include effect of disturbances

from internal load. Furthermore, they do not take comfort and humidity control into

account of control design.

According to [22], the MPC and an open-loop controller are applied to HVAC

control system. The open-loop controller defined an operating point of the HVAC sys-

tem, The MPC then performed reference tracking and control input minimizing. The

authors considered thermal comfort using ASHRAE comfort representation and trans-

lated it into temperature and humidity constraints. An extended version of this work

can be found in [23]. Instead of finding operating conditions, the authors used an open-

loop control to determine an optimal set-point for the MPC. The authors improved

the MPC so that the cost function were composed of temperature regulation, humidity

regulation, and CO2 concentration regulation. However, we observe that there still has

a research gap. The air velocity is not addressed in a calculation of thermal comfort.

This might be resulted in violation of thermal comfort. In addition, both [22] and [23]

do not consider peak-load shaving in their control design.

In this thesis, we propose a novel design of a supervisory MPC with application

to HVAC system. Main control purposes are to regulation thermal comfort and to

reduce total operating cost at the same time. We apply complex dynamic HVAC model

including thermal system and humidity system with interactions among variables. We

develop a computational-fluid-dynamic (CFD) model for our zone to approximate a

profile of air velocity. In an SC layer, we introduce a set-point temperature design.

The cost function is a weighted sum of total operating and thermal comfort cost. We

consider both time-varying energy charge and demand charge caused by peak electrical

power. With the help of CFD model, it allows us to deeply analyze thermal comfort and

PMV. As results, we search for a possible set of the set-point temperature. In addition,

we obtain an operating range for the volumetric flow rate which is connected to PMV

calculation. In an MPC layer, the MPC tracks the optimal set-point from the SC layer

and makes sure that the constraints are satisfied. The cost function of the MPC is

composed of tracking error and control effort. Furthermore, we have done experiments
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on various weather conditions to show that our proposed control design successfully

achieves our control objectives.

1.2 Objective

The objective of this research aims to design a supervisory MPC for a building

HVAC system that concerns thermal comfort and minimizes electricity consumption.

1.3 Scope

In this thesis,

• we consider a building consisting of a single zone equipped with one HVAC system

which is modelled by energy and mass balance equations with lumped parameters.

Controlled variables are zone temperature and zone humidity ratio. Manipulated

variables are volumetric flow rate, heat exchanger electrical power, and removed

moisture. Interaction between volumetric flow rate and air velocity inside the room

is represented by computational-fluid-dynamic model.

• we design an MPC which its objective functions are to minimize an electricity

consumption and regulate zone thermal comfort. To evaluate the zone thermal

comfort, we regard the PMV which is connected to zone temperature, zone hu-

midity, and air velocity.

• we simulate a data acquisition system to obtain disturbances data which are out-

side air temperature, outside air humidity ratio, heat load inside the zone, and

humidity load inside the zone.

• we focus on solving the supervisory MPC problem numerically.

1.4 Contributions

In this thesis, we point our contribution as below.

• We formulate a novel design of supervisory MPC and show that it can be applied in



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6

practice. In the SC layer, we deliberate on the formulation including the analysis

of the response, the coostraint, and the trade-off between control objectives.

• We apply the proposed control design to the complex building HVAC system and

proposed the MPC design that ensure regulation of temperature, humidity, and

thermal comfort. In addition, our design successfully shaves peak-load and yields

a better results of reference tracking.

• We show that the optimal set-point obtained from the proposed control design

is able to reduce total operating cost and give the minimum thermal comfort

deviation. Furthermore, the proposed control design smooths power profile and

gives a superior output control.

• We rate computing time of the proposed control design to check feasibility of a

real-time application. Our results reveal that the proposed control design adds

only 10 ms to computing time of a standalone MPC.

1.5 Organization of Thesis

The organization of this thesis is as follows. A mathematical model of the HVAC

system is given in Chapter 2 consisting of a dynamical model of indoor air temperature

and humidity and a CFD model of indoor air speed. Chapter 3 provides a formulation

of a supervisory MPC problem including an idea of the set-point design. For the SC

layer, we search for an optimal set-point temperature with the help of disturbances data

and transfer functions. Consequently, the MPC layer provides optimal control inputs

to serve reference tracking and control effort. Numerical examples including patterns

of optimal set-points, trade-off among objectives, and the results from the MPC are

illustrated in Chapter 4. Lastly, conclusions and directions for future research are given

in Chapter 5.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER II

MATHEMATICAL MODEL OF ZONE AND HVAC

SYSTEM

In this thesis, we consider a complex HVAC system that consider both thermal

system and humidity system. List of related parameters and variables are illustrated in

Table 2.1. As illustrated in Figure 2.1, the model is adapted from [21] and consists of

four components, namely, a zone, a duct and mixing box and a heat exchanger, and a

dehumidifier.

Table 2.1: Nomenclature of the HVAC system.

Notation Definition Value

AR Surface area of roof (m2) 24

AW1 Surface area of XZ wall (m2) 15

AW2 Surface area of YZ wall (m2) 10

CD Heat capacity of duct wall (kJ/K) 0.42

CR Heat capacity of roof (kJ/K) 53.3

CW1 Heat capacity of XZ wall (kJ/K) 46.7

CW2 Heat capacity of YZ wall (kJ/K) 40.0

COP Coefficient of performance 4

cpa Specific heat capacity of air (kJ/kg · K) 1.01

dx, dy, dz Zone length, width, height (m) 6, 4, 2.5

f Volumetric flow rate (m3/s)

h Removed moisture in dehumidifier (kg/s)

hfg Enthalpy of evaporation (kJ/kg) 2257

Lx, Ly, Lz Living space length, width, height (m) 3, 2, 1.7

MD Mass of duct (kg) 12.8

Noc The number of occupants



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

8

P Heat exchanger electrical power (W)

QL Heat load inside zone (W)

Notation Definition Value

TD Air temperature inside duct (◦C)

TDH Air temperature inside dehumidifier (◦C)

THE Air temperature inside heat exchanger (◦C)

To Outside air temperature (◦C)

TR Temperature of roof (◦C)

TW1 Temperature of XZ wall (◦C)

TW2 Air temperature of YZ wall (◦C)

TZ Air temperature inside zone (◦C)

UDi Inner heat transfer coefficient of duct (W/m2K) 8.3

UDo Outer heat transfer coefficient of duct (W/m2K) 16.6

UR Heat transfer coefficient of roof (W/m2K) 5

UW1 Heat transfer coefficient of XZ wall (W/m2K) 10

UW2 Heat transfer coefficient of YZ wall (W/m2K) 10

(UA)DH Overall heat transfer coefficient of dehumidifier (W/K) 27.5

(UA)HE Overall heat transfer coefficient of heat exchanger (W/K) 60

VDH Volume of dehumidifier (m3) 2.16

VHE Volume of heat exchanger (m3) 4.32

VZ Volume of zone (m3) 75

ρa Air density at 25 ◦C (kg/m3) 1.184

µa Air viscosity at 25 ◦C (µg · s/m) 0.185

ωD Air humidity ratio inside duct (kg/kg)

ωDH Air humidity ratio inside dehumidifier (kg/kg)

ωHE Air humidity ratio inside heat exchanger (kg/kg)

ωo Outside air humidity ratio (kg/kg)

ωL Humidity load inside zone (kg/s)

ωZ Air humidity ratio inside zone (kg/kg)
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Figure 2.1: Considered HVAC system.

Based on Thailand weather condition, outside air temperature is commonly higher

than zone temperature. Therefore, we can consider only air-conditioning mode of the

HVAC system.

Firstly, we assume well-mixed air and lumped parameters properties. Thus, we can

simply explain thermal system and humidity system using ordinary differential equa-

tions derived from energy and mass balance equations. To demonstrate an interaction

between thermal system and humidity system, we use an idea of enthalpy of evaporation

mentioned in [22]. Unlike [21], we treat volumetric flow rate as one of the control inputs.

Therefore, the model is nonlinear. Control inputs of the HVAC system are volumetric

flow rate (f), heat exchanger electrical power (P ), and removed moisture (h).

2.1 Zone model

We focus on a single zone building shown in Figure 2.2 with the dimension of

dx × dy × dz. The blue zone shows an occupied space for users and has a dimension of

Lx × Ly × Lz. The inlet air comes from the dehumidifier and has volumetric flow rate

equal to f .

Let us define TZ, TR TW1, TW2, TDH, ωZ and ωDH as zone temperature, roof

temperature, XZ wall temperature, YZ wall temperature, dehumidifier air temperature,

zone humidity ratio, and dehumidifier air humidity ratio, orderly.
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Figure 2.2: Zone model.

We can derive ordinary differential equation of the zone model as follows.

CaρaVZṪZ = URAR(TR − TZ) + 2UW1AW1(TW1 − TZ)

+ 2UW2AW2(TW2 − TZ) + ρafCa(TDH − TZ)

+QL − hfgρaf(ωDH − ωZ)− hfgωL, (2.1)

CRṪR = URAR(To − TR) + URAR(TZ − TR), (2.2)

CW1ṪW1 = UW1AW1(To − TW1)

+ UW1AW1(TZ − TW1), (2.3)

CW2ṪW2 = UW2AW2(To − TW2)

+ UW2AW2(TZ − TW2), (2.4)

VZω̇Z = f(ωDH − ωZ) +
ωL
ρa

, (2.5)

where QL and ωL are internal heat load and humidity load, respectively. To is outside

air temperature.

In general, air velocity is closely connected to volumetric flow rate or air change
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per hour inside the room. To analyze an air velocity profile, we then construct a CFD

model using the Navier-Strokes equation [23] for our zone model.

Under an assumption that the zone air is an incompressible Newtonian fluid, the

Navier-Strokes equation for air velocity is written as

ρa∇va = −∇P + µa∇2va + ρg (2.6)

where ρa is air density, va is air velocity, P is air pressure, µa is air viscosity, and g

is the standard gravity. ∇(·) represents a first-order differential operator and ∇2(·)

represents a second-order differential operator whereas axes of derivatives are regarding

to Figure 2.2.

We can see that Equation Equation (2.6) is clearly a partial differential equation.

To solve this equation, we choose Finite-difference method (FDM) which divides a space

into a grid. Each node of the grid has different velocities, thus we regard air root-mean-

squares (RMS) velocity (va,rms) as a representative for air velocity inside the occupied

area.

va,rms =

√∑Nnode
i=1 v2a(xi, yi, zi)

Nnode
, (2.7)

where i is an index of the node and Nnode is the number of nodes inside the living space.

Since a relationship between air change per hour and volumetric flow rate is linear

by its definition, there is a recommendation that affine approximation can be applied

to approximate air velocity as a function of volumetric flow rate. In addition, we notice

that volumetric flow rate also affects air RMS velocity. Thus, we approximate air RMS

velocity inside the occupied zone by

v̄a,rms(f) = mvf + bv, (2.8)

where v̄a,rms is an approximate RMS air velocity, mv and bv are proper coefficients.
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2.2 HVAC System

2.2.1 Duct

Duct is a component that returns air to the other components of the HVAC system.

We suppose that the duct is lossless, which means there is no pressure loss. As results,

humidity ratio inside the duct is equal to that of zone (ωD = ωZ). We explain the

dynamic equation of the thermal system as follows

MDCDṪD =
(UDi + UDo)

UDi
fρaCa(TZ − TD), (2.9)

2.2.2 Mixing Box and Heat Exchanger

A mixing box and a heat exchanger is an equipment for a conversion between

electrical power (P ) and heat. Firstly, we assume that power conversion rate, which

is described by coefficient of performance (COP), is a constant gain. Then, we specify

mixing ratio between air from the duct and outside air is equal to 0.75:0.25.

To describe dynamic equation of the mixing box and the heat exchanger, we define

THE as an air temperature inside the mixing box and the heat exchanger and define ωHE

as an air humidity ratio inside the mixing box and the heat exchanger. Thus, dynamic

equation of the mixing box and the heat exchanger can be expressed as

CaρaVHEṪHE = fCaρa(0.25To + 0.75TD − THE)

+ (UA)HE(To − THE)− COP · P

− f
hfg
ρa

(0.25ωo + 0.75ωZ − ωHE), (2.10)

VHEω̇HE = f(0.25ωo + 0.75ωZ − ωHE), (2.11)

where ωo is outside humidity ratio.
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2.2.3 Dehumidifier

A dehumidifier is a moisture control equipment which aims to reduce humidity

level from passthrough air. Let us define TDH and ωDH as an air temperature and an

air humidity ratio inside the dehumidifier, orderly. We can derive dynamic equation of

thermal system and humidity system of air inside the dehumidifier as

CaρaVDHṪDH = fCaρa(THE − TDH)

+ (UA)DH(To − TDH)

− f
hfg
ρa

(ωHE − ωDH)− hfgh, (2.12)

VDHω̇DH = f(ωHE − ωDH) +
h

ρa
, (2.13)

where h denotes a removed moisture.

2.3 State-space Model

From above sections, it is clear that the HVAC model has a nonlinear characteris-

tic. To eliminate nonlinearity, we employ linearization around an equilibrium point and

discretize the model using zero-order hold method [27]. We select the equilibrium point

by observation of steady state responses.

Firstly, we describe

x =
[
TZ TR TW1 TW2 TD THE TDH ωZ ωHE ωDH

]T
,

u =
[
f P h

]T
,

v =
[
To QL ωo ωL

]T
,

y =
[
TZ ωZ

]T
,

where x is a state vector, u is a control input vector, v is a disturbance vector, and y is

an output vector.

Next, we consider perturbation form of these vectors denoted as x, u, v, and y,
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respectively. We then obtain

x = x− x̄,u = u− ū,v = v − v̄,y = y − ȳ.

We specify equilibrium point of volumetric flow rate and removed moisture to be 50 %

of its operating range. For heat exchanger electrical power, we search for amount of

power that gives zone temperature is around 25 ◦C. For the disturbances, we simply

choose its average value. Consequently, equilibrium state x̄ and equilibrium output

ȳ are obtained from solving steady state condition. Thus, we can write discrete-time

linearized state-space model as

x[k + 1] = Ax[k] + Buu[k] + Bvv[k],

y[k] = Cx[k],
(2.14)

where A ∈ Rnx×nx , Bu ∈ Rnx×nu , Bv ∈ Rnx×nv , and C ∈ Rny×nx are system matrices.

2.4 Summary

In this chapter, we introduce the mathematical model of the zone and the HVAC

system. We apply an idea of enthalpy of evaporation to realize an interaction between

air temperature and humidity. Moreover, we acknowledge that once volumetric flow

rate is a control input, air velocities at each position of the zone are varied. We suggest

a linear approximation of air RMS velocity as a linear function of the volumetric flow

rate. Therefore, we apply the Navier-Strokes equation to develop a CFD model for an air

inside the zone. Lastly, we observe that the dynamical model has nonlinear elements.

To eliminate the nonlinearity of the model, we simply linearize the model with the

zero-order hold method.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER III

SUPERVISORY MODEL PREDICTIVE CONTROL

3.1 Predicted Mean Vote (PMV)

To score thermal comfort of occupants, we consider Predicted Mean Vote (PMV)

which is accepted as a thermal comfort indicator in ASHRAE55 [12].

Value of PMV implies score of occupants feeling about their comfort. For example,

plus PMV means users feel hot. On the other hand, minus PMV denotes users feel cool.

Zero PMV level implies users has neutral feeling about their comfort satisfaction and

implies ideal comfort. We summarize interpretation of thermal comfort from PMV in

Table 3.1.

Table 3.1: PMV value and comfort satisfaction [12].

PMV value Thermal comfort satisfaction

+3 hot

+2 warm

+1 slightly warm

0 neutral

-1 slightly cool

-2 cool

-3 cold

According to [12], an admittable range of PMV is in a range of -0.5 to +0.5.

Calculation of PMV involves zone temperature, zone humidity, air velocity as well as

users’ parameters. Equation of PMV calculation can be expressed as the following

equations.
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PMV = 0.303 · exp(−0.036 ·M + 0.028)L

L = (M −W )

− 3.05 · 10−3(5733− 6.99(M −W )− pa)

− 0.42((M −W )− 58.15)

− 1.7 · 10−5M(5867− pa)− 0.0014M(34− TZ)

− 3.96 · 10−8fcl(Ktcl −Ktr)− fclhc(Tcl − TZ)

Tcl = 35.7− 0.028(M −W )

− Icl(fclhc(Tcl − TZ)

+ 3.96 · 10−8fcl(Ktcl −Ktr))

Ktcl = (Tcl + 273.15)4

Ktr = (TZ + 273.15)4

pa = 6.1094 · RH · exp( 17.625 · TZ
TZ + 243.04

)

hc =


2.38 · |Tcl − TZ|0.25, if 2.38|Tcl − TZ|0.25 ≥ 12.1

√
va,

12.1
√
va, otherwise,

fcl =


1.00 + 1.290Icl, if Icl ≤ 0.078

1.05 + 0.645Icl, otherwise.

(3.1)

Tcl is clothing surface temperature (◦C), pa is water vapor partial pressure (Pa),

hc is a convective heat transfer coefficient (W/m2K), and fcl is a clothing surface area

factor. The other variables are as follows. M is a metabolic rate (W/m2), W is excreted

work (W/m2), Icl is a clothing index, va is air velocity (m/s), Trm is mean radiant

temperature (◦C), and RH is relative humidity.

To simplify the calculation, the following assumptions are made. Firstly, due

to complication of real-world measuring, we suppose that mean radiant temperature is

equal to zone temperature. Secondly, we simplify relative humidity so that the saturation

humidity ratio is supposed to be constant. Thirdly, we presume that there is no heat
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source inside the zone. Therefore, excreted work is equal to zero. More details about

metabolic rate and clothing material can be found in [12]. Next, we then apply Equation

(2.8) to approximate air RMS velocity regarding to volumetric flow rate.

We acknowledge that change of PMV is caused by change of zone temperature

as well as change of air velocity. On the other hand, we observe that PMV has a low

sensitivity to change of zone humidity. Therefore, we choose zone temperature and air

velocity to be main consideration which affects PMV.

3.2 Recommended Operating Range of Volumetric Flow Rate

Due to relationship in Equation (2.14), magnitude of volumetric flow rate is ob-

viously related to that of heat exchanger electrical power. To reduce electricity peak

demand of the HVAC system, we suggest a practical selection of volumetric flow rate

due to various types of weather conditions. We select major disturbances impacted on

control performance, which are outside temperature and outside humidity ratio, as inde-

pendent variables whereas volumetric flow rate becomes a dependent variable. Next, we

applied the average of outside temperature (To) and the average of outside RH (RHo)

to classify weather conditions.

Let us define To,h, To,l, RHo,h, RHo,l as high threshold of average outside temper-

ature low threshold of average outside temperature, high threshold of average outside

RH, and low threshold of average outside RH, respectively. Therefore, we have nine

weather conditions. After that, we explore a proper setting for volumetric flow rate to

create a projection from weather conditions to volumetric flow rate which is illustrated

in Table 3.2.

Table 3.2 represents general idea of volumetric flow rate selection based on our

HVAC system. When outside temperature is high, we suggest using higher volumetric

flow rate than nominal operation to increase heat exchanging rate. As results, electrical

power consumed by heat exchanger can be reduced while zone temperature is controlled.

For the sake of understanding, we give some illustrative scenarios as follows.
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Table 3.2: Recommended operating range of volumetric flow rate regarding to weather

conditions.

Average humidity

Average temp. RHo > RHo,h RHo,l < RHo < RHo,h RHo < RHo,l

T o > To,h Medium to High High High

To,l < T o < To,h Medium to High Medium to High Medium to High

T o < To,l Low to High Mediumto High Medium to High

In summer season, outside temperature is higher than To,h whearas outside humid-

ity is in moderate level. Using Table 3.2, we recommend using High for the operating

range of volumetric flow rate.

In rainy season, outside temperature is higher than To,h whearas outside humidity

is very high. We suggest that the operating range of volumetric flow rate should be set

in a range of Medium to High.

In winter season, outside temperature is lower than To,l whereas outside humidity

is in moderate level. Thus, Medium to High is recommended for the operating range

of volumetric flow rate.

3.3 Supervisory Control (SC)

To develop the SC design for the HVAC system, our work focuses on developing

set-point design problem. The objectives of the SC layer is to compute optimal reference

(OptRef). OptRef is constructed by using historical disturbances and thermal comfort

boundary. Diagram of the SC layer is illustrated in Figure 3.1.

OptRef is composed of the optimal set-point temperature (T ∗
ref). To design Op-

tRef, we suppose that

Assumption 1 The zone humidity ratio is constant at ωref.
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Figure 3.1: Block diagram of a supervisory control for the HVAC control system.

Assumption 2 A transient response of the zone temperature is neglected.

The first assumption means the humidity ratio is not included in the OptRef de-

sign. Once this assumption is hold, we note that zone temperature depends on electrical

power (P ), outside temperature (To), and heat load (QL).

The second assumption gives a reason that sampling time of the SC layer is longer

than time constant of the HVAC model. This allows us to regard only steady state

responses of the HVAC system.

We formulate OptRef design as a quadratic program. The cost function is com-

posed of total operating cost (TOC) and thermal comfort cost (TCC). We specify a

admittable boundary of PMV to derive constraints for OptRef.

Let us define Tref as a set-point temperature. To formulate OptRef, we come up

with a predesign HVAC control system whose block diagram is shown in Figure 3.2. In-

teraction among set-point temperature and the other variables are explained by transfer

functions derived from Equation (2.14).
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Figure 3.2: Block diagram of the predesign HVAC control system.

We denote Gp(s) as a transfer function from the heat exchanger electrical power

to zone temperature, Gv1(s) as a transfer function from outside temperature to zone

temperature, Gv2(s) as a transfer function from heat load to zone temperature, and

Gc(s) as a controller transfer function. Gc(s) is simply chosen to be a simple PID

controller,

Gc(s) = KP +
KI

s
+KDs.

due to consideration of steady state condition. Foe the choices of predesign controllers,

we examine various settings of the PID controllers to evaluate characteristics of OptRef.

Next, let us define Hr(s) as a closed-loop transfer function from the set-point

temperature to the heat exchanger electrical power, Hv1(s) as a closed-loop transfer

function from the outside temperature to the heat exchanger electrical power, and Hv2(s)

as a closed-loop transfer function from the heat load to the heat exchanger electrical

power. Thus, these transfer functions are expressed as

Hr(s) =
P (s)

Tref(s)
=

Gc(s)

1 +Gc(s)Gp(s)
,

Hv1(s) =
P (s)

To(s)
=

Gv1(s)

1 +Gc(s)Gp(s)
,

Hv2(s) =
P (s)

QL(s)
=

Gv2(s)

1 +Gc(s)Gp(s)
.
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Consequently, DC gains of these transfer functions, namely, Hr(0), Hv1(0), and

Hv2(0), can be derived. As results, equation of electrical power in the SC problem can

be expressed in discrete time as

P [k] = Hr(0)Tref[k] +Hv1(0)To[k] +Hv2(0)QL[k], (3.2)

where k is a time index.

3.3.1 Total Operating Cost (TOC)

TOC can be divided into two components, energy charge (EC) and demand charge

(DC). EC is computed by electrical energy consumed by the heat exchanger whereas

DC regards peak-load. We can write equations of EC and Dc as

EC =

NS∑
k=1

cEC[k]P [k]ts

DC = cDC max
k=1,...,NS

{P [k]},

where NS is the number of time interval. cEC and cDC are EC cost coefficient (THB/

kWh) and DC cost coefficient (THB/kW), orderly. Note that we consider cEC as a time

varying function based on modified time-of-use (TOU) tariff. ts is sampling time of the

SC layer. Therfore, TOC is expressed as

TOC = EC + DC. (3.3)

Using Equation (3.2), Equation (3.3) can be written as a function of set-point temper-

ature.

3.3.2 Thermal Comfort Cost (TCC)

Let us define T0 as an ideal comfort temperature which gives PMV = 0. Next, we

consider deviation of set-point temperature from T0 (Tref), where

∆Tref[k] = Tref[k]T0.
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TCC is defined by

TCC =

NS∑
k=1

(Tref[k]− T0)
2. (3.4)

To determine a boundary of OptRef, we define a lower bound of set-point tem-

perature (Tl) and a upper bound of set-point temperature (Tu). Therefore, the boundary

of OptRef can be simply expressed as

Tl ≤ Tref[k] ≤ Tu. (3.5)

We notice that T0,Tl, and Tu are related to volumetric flow rates. In addition, we add

an additional limit for set-point temperature with respect to outside air temperature

Tref[k] ≤ To[k]. (3.6)

This constraint is important since our HVAC system aims to operate only in air-

conditioning mode.

3.3.3 Formulation of SC Design Problem

We define TOCmin as the minimum TOC when we use Tref = Tu with the HVAC

system and define TOCmax as the maximum TOC when Tref = T0 is applied to the

HVAC system. We introduce normalized TOC (JTOC) where

JTOC =
TOC − TOCmin

TOCmax − TOCmin
. (3.7)

Likewise, JTCC is defined as normalized TCC where

JTCC =
TCC − TCCmin

TCCmax − TCCmin
. (3.8)

TCCmin is the minimum TCC (equal to zero when Tref = T0) and TCCmax is the

maximum TCC which can be calculated by the following equation

TCCmax =


NS · (Tl − T0)2, |Tl − T0| ≥ |Tu − T0|,

NS · (Tu − T0)2, otherwise.
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Therefore, cost function of OptRef design problem can be written as

JS = (1− α)JTOC + αJTCC, (3.9)

where α is an optimization weight which has a range of 0 to 1. Notice that the value of

α implies the trade-off between TOC and TCC.

Thus, we can write OptRef design problem as

minimize
Tref

JS

s.t. (3.2), (3.5) and (3.6).
(3.10)

It is obvious that OptRef design problem is a quadratic program. Since the

quadratic program has convex characteristic, we can efficiently solve the optimal solution

T ∗
ref with standard solvers. Once T ∗

ref is obtained, we then perform up sampling using

first-order interpolation and send it to the MPC.

3.4 Model Predictive Control

We suppose that all states are measurable. We can apply a standard MPC, shown

in Figure 3.3, which its design procedure was stated in [14].

Firstly, the MPC recieved interpolated T ∗
ref from the SC layer. We formulate the

cost function of the MPC which is composed of reference tracking and control input

minimizing. Let us define a set-point of the MPC (r)

r[k] =
[
T ∗

ref[k] ωref[k]
]T

, (3.11)

where k is a time index of the MPC layer.

Secondly, the MPC aims to calculate future control inputs based on current state

x[k]. Due to receding horizon control principle, we only apply the first sequence of the

future control inputs to the HVAC system.

We define state increment (∆x) and input increment (∆u) where

∆x = x[k]− x[k − 1], ∆u = u[k]− u[k − 1].
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Figure 3.3: Block diagram of a model predictive control for the HVAC control system

Then, we can write an MPC input update equation as

u[k] = u[k − 1] +∆u[k | k].

∆u[k | k] is regarded as the input increment at time index k given state information at

time index k. In the following section, we will use this equation to formulate the MPC

optimization problem.

3.4.1 Constraint Specification

To realize the practical control design, we implement a constraint of control input

ramp rate,

∆ul ≤ ∆u[k + j | k] ≤ ∆uu, ∀j, (3.12)

where ∆ul =
[
∆fl ∆Pl ∆hl

]T
, and ∆uu =

[
∆fu ∆Pu ∆hu

]T
are lower and upper

bounds of the input increments obtained from specifications of the HVAC system. Next,

we incorporate a control input constraint,

ul ≤ u[k] ≤ uu, (3.13)
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ul =
[
fl Pl hl

]T
, and uu =

[
fu Pu hu

]T
are lower and upper bounds of the control

inputs.

Due to relationship between air velocity and volumetric flow rate, we note that

PMV is greatly influence by air velocity as well as volumetric flow rate. Therefore, we

search for a range of the volumetric flow rate that allows us to use OptRef without

PMV violation.

An operating range of volumetric flow rate can be obtained from analysis of the

PMV where fl is selected to be greater than or equal to assigned volumetric flow rate

from the SC layer whereas the HVAC specification describes fu.

Next, a constraint for control inputs is calculated with respect to the equilibrium

point. We subtract ū from Equation (3.13) and obtain the following constraint

ul − ū ≤ u[k] ≤ uu − ū, ∀k. (3.14)

3.4.2 Formulation of MPC Design Problem

Firstly, we denote a future output vector (Y [k] ∈ RNP ), future control input

increment at time index k (∆U [k] ∈ RNC ), and future reference signal (r[k]). These

vectors can be written as

Y [k] =
[
y[k + 1 | k] . . . y[k +NP | k]

]T
,

∆U [k] =
[
∆u[k | k] . . . ∆u[k +NC − 1 | k]

]T
,

r[k] =
[
r[k + 1] . . . r[k +NP ]

]T
,

Where NP is prediction horizon and NC is control horizon. y[k+ j | k] is future outputs

at at time index k + j given x[k]. Likewise, ∆u[k + j | k] is future input increment at

time index k + j given x[k].

To implement the dynamic equation of future response, we consider an augmented

state space model,
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Y [k] = F∆x[k] +Φ∆U [k], (3.15)

where
F =

[
CA CA2 · · · CANP

]T
,

Φ =



CB 0 · · · 0

CAB CB · · · 0

...
... . . . ...

CANP−1B CANP−2B · · · CANP−NCB


.

In the MPC cost function, we consider two objectives, namely, reference tracking

and control effort. Therefore, we formulate The MPC cost function as

JMPC[k] =∥Q1/2(r[k]− Y [k])∥22 + ∥R1/2∆U [k]∥22.

Q ∈ R(NP×ny)×(NP×ny) and R ∈ R(NC×nu)×(NC×nu) are optimization weight matrices.

Thus, we can write an MPC optimization problem as the following equation,

minimize
∆U [k]

JMPC[k]

s.t. (3.12), (3.14), and (3.15).
(3.16)

We note that we formulate MPC optimization problem as a quadratic program.

Thus, we can ensure that the optimal control input is feasible and is global. In this thesis,

we apply active-set SQP algorithm to solve the optimal solution. Since the quadratic

program is convex, active-set SQP algorithm terminates within the finite iterations.

3.5 Summary

In this chapter, we present concepts and a formulation of the supervisory MPC

problem. Firstly, we show an equation set of the PMV and an interpretation of users’

thermal comfort. Secondly, we introduce a set-point temperature design on the SC

layer based on disturbances data. With mentioned assumptions, we apply the transfer

functions, TCC, and TOC to formulate the SC problem as a quadratic optimization

problem. We apply the PMV to identify an allowable range of temperatures with respect
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to the designed volumetric flow rate. Consequently, we formulate an MPC problem,

received the optimal set-point from the SC layer, as a quadratic optimization problem

with the reference tracking and control effort as its objective function. Lastly, we suggest

a specification of constraints to confirm that PMV is in acceptable region.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER IV

NUMERICAL EXAMPLES

4.1 Model of Zone and HVAC System

In our example, the zone is a square room directly contacted with outside air.

The room has a function of administrative office with dimension of dx × dy × dz =

6 × 4 × 2.5 m3. HVAC system parameters are given in Table 2.1. The dynamical

model of HVAC model is nonlinear. We utilize the linearization around an equilibrium

point which is obtained by choosing control inputs and disturbances then solving the

steady state condition. An operating point of the volumetric flow rate and the removed

moisture is chosen to be equal to 50% of the operating range, namely, 0.15 m3/s and

−0.0005 kg/s, respectively. For the electrical power of heat exchanger, we specify the

operating point so that the equilibrium of zone temperature is about 25 ◦C. We choose

the average values of disturbances for the equilibrium point analysis. Therefore, we

obtain the operating point of control inputs, disturbances, and states as follows:

ū =
[
0.15 950 −0.0005

]T
,

v̄ =
[
35 145.14 0.023 −4.4× 10−5

]T
,

and

x̄ = [24.89 28.45 26.92 28.05 25.10

12.20 14.84 0.0121 0.0148 0.0118]
T .

Consequently, the linearized model of the HVAC system around the chosen operating

point can be determined. Next, we specify Lx = 3 m, Ly = 2 m, and Lz = 1.7 m for the

living space. The area of the air inlet is equal to 0.25 m2 and the area of the air outlet

is equal to 0.5 m2. The volumetric flow rate of the HVAC system is operating from 0.12

to 0.18 m3/s. The air density and viscosity are given in Table 2.1. After analysis using
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CFD model, we observe that a magnitude of the air velocity depends on the position of

Y-axis and Z-axis. To solve (2.6) by FDM, we consider 151× 151 nodes with a grid size

of 0.0267× 0.0167 m2. With this setting, the zone contains 22801 nodes and the living

space contains 7752 nodes. We calculate the RMS air velocity for Nnode = 7752 nodes

using (2.7). Then, we approximate the air velocity as an affine function of volumetric

flow rate via (2.6)–(2.8). We obtain mv = 2.4357 and bv = −0.1754. That is

v̄a,rms(f) = 2.4357f − 0.1754,

Figure 4.1 depicts the actual data and the fitting result of R2 = 0.9898.

0.12 0.13 0.14 0.15 0.16 0.17 0.18

Volumetric flow rate (m3/s)

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

v rm
s (

m
/s

)

Raw

Linear with R2 = 0.9898

Figure 4.1: Affine approximation of the RMS air velocity inside the living space.

4.2 Analysis of PMV

We analyze the effects of various factors on the PMV. First, we specify the satu-

ration humidity ratio = 0.022 kg/kg which is a standard value at 25 ◦C. For the fixed

parameters, we choose M = 70 and Icl = 0.67 clo. In the example, we choose an equilib-

rium point to be RH = 55%, TZ = 25 ◦C, and va = 0.19 m/s connected to f = 0.15 m3/s

for the operating condition of the HVAC system. Then, we calculate the PMV when
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Zone temperature (° C)

-1

-0.5

0

0.5

P
M
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(b)
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V
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a
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(c)

Figure 4.2: PMV with respect to the zone temperature, the zone relative humidity,

and the air velocity around the equilibrium point where (a) The PMV versus the zone

temperature (b) The PMV versus the zone relative humidity (c) The PMV versus the

air velocity.

varying the zone temperature, the zone relative humidity, and the air velocity. The

PMV plots are shown in Figure 4.2.
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From the results, we clearly see that the zone temperature and the air velocity have

strong effects on the PMV with the slopes 0.2673/◦C and −1.593/(m/s)), respectively.

However, the zone relative humidity has a weak effect on the PMV with a slope of

7×10−5. From sensitivity analysis, it supports our assumption that the relative humidity

can be neglected from the SC design problem.

Next, we examine the ideal comfort temperature (T0), the lower bound (Tl) and

the upper bound (Tu) of the set-point zone temperature where the volumetric flow rate

is operating within the specified range. In this numerical example, Tl is connected to

PMV = −0.2 and Tu is connected to PMV = 0.5.

Table 4.1: Ideal comfort temperature, lower and upper bound of the set-point zone

temperature corresponding to the volumetric flow rates.

Volumetric flow rate (m3/s) T0(
◦C) Tl(

◦C) Tu(◦C)

0.12 25.08 24.28 27.06

0.13 25.28 24.50 27.22

0.14 25.45 24.68 27.35

0.15 25.59 24.84 27.46

0.16 25.72 24.98 27.55

0.17 25.83 25.10 27.64

0.18 25.93 25.21 27.71
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Figure 4.3: Region of the zone temperature and the volumetric flow rate while the PMV

is in a range of −0.2 to 0.5.

In Table 4.1, we observe that an increase of the volumetric flow rates leads to an

increase of the T0, Tl, and Tu. Since T0, Tl, and Tu are corresponding to the PMV,

this implies that increasing the volumetric flow rate enables the higher set-point of zone

temperature while the PMV is maintained in an acceptable level.

Next, we consider the region of zone temperature and volumetric flow rate cor-

responding to the PMV shown in Figure 4.3. We observe that the range of volumetric

flow rate is corresponding to the range of PMV. In particular, we can specify a proper

constraint of the volumetric flow rate to ensure the PMV well regulated.

4.3 Experiment Setup

4.3.1 Supervisory Control

We select the sampling time of the SC design (ts) to be 15 minutes and the

simulation duration is 9 hours. Therefore, NS = 37 samples including the initial point.
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To calculate the TOC, we use the modified TOU tariff shown in Figure 4.4.

8 9 10 11 12 13 14 15 16 17
4

4.5

5

5.5

6 original
modified

Figure 4.4: Original TOU tariff [30] and modified TOU tariff.

The reason to modify the TOU tariff is that it penalizes the energy cost during the

time when the peak load occurs. We use cDC = 210 THB/kW and cEC in THB/kWh

is represented by a stair function. We specify ωref = 0.012 kg/kg which is connected to

RH = 54.5%. The lower bound and the upper bound of the PMV are chosen to be −0.2

and 0.5, respectively.

4.3.2 Model Predictive Control

Although the time constant of the HVAC system is typically large in most studies,

we observe that in our HVAC system, there are both slow modes (time constant ≈ 1200

s) and fast modes (time constant ≈ 10 s) because of the consideration of the enthalpy of

evaporation. Therefore, to accurately simulate the responses, we specify the sampling

time of the MPC layer (ts,MPC) to be 5 seconds. Simulation time is equal to 9 hours. The

number of MPC samples (N) is equal to 6,481 including the initial point. We specify

optimization weight matrices

Q = INP ⊗ diag(1, 100),

R = INC ⊗ diag(100, 10, 10),
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where INP and INC are NP ×NP and NC×NC identity matrices and ⊗ is the Kronecker

product operator. We specify input and input increment constraints as follows.

∆ul =


−0.005

−31.67

−1.77× 10−5

 ,∆uu =


0.005

31.67

1.77× 10−5

 ,

ul =


fl

0

0

 , uu =


fu

2500

−1× 10−3

 ,

By means of (3.14), we obtain

ul − ū =


fl − 0.15

−950

−5× 10−4

 , uu − ū =


fu − 0.15

1550

5× 10−4

 .

We experiment several prediction horizon and control horizon, then yield the superior

results with NP = 60 equal to 5 minutes and NC = 12 equal to 1 minute.

4.3.3 Operating Range of Volumetric Flow Rate

Due to Thailand’s weather condition, we specify To,l = 25 ◦C, To,h = 30 ◦C,

RHo,l = 40 %, RHo,h = 90 %, respectively. Due to the specification of the HVAC

system, the operating range of volumetric flow rate is described as follows.

Low to High: the HVAC system maintains volumetric flow rate in a range of 0.12 m3/s

(Low) to 0.18 m3/s (High).

Medium to High: the HVAC system maintains volumetric flow rate in a range of

0.15 m3/s (Medium) to 0.18 m3/s (High).

High: the HVAC system maintains volumetric flow rate at 0.18 m3/s (High) constantly.

Therefore, Table 3.2 can be rewritten as shown in Table 4.2.

According to examples in Chapter 3, we explain illustrative scenarios as follows.
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Table 4.2: Operating range of volumetric flow rate regarding to weather conditions.

Average humidity

Average temp. RHo > 90 % 40 % < RHo < 90 % RHo < 40 %

T o > 30 ◦C 0.15 - 0.18 0.18 0.18

25 ◦C < T o < 30 ◦C 0.15 - 0.18 0.15 - 0.18 0.15 - 0.18

T o < 25 ◦C 0.12 - 0.18 0.15 - 0.18 0.15 - 0.18

In summer season, outside temperature is higher than To,h whearas outside humid-

ity is in a range of 40% - 90%. Using Table 4.2, we specify 0.18 m3/s for the operating

range of volumetric flow rate.

In rainy season, outside temperature is higher than To,h whearas outside humidity

is higher than 90%. Thus, the operating range of volumetric flow rate is set in a range

of 0.15 to 0.18 m3/s.

In winter season, outside temperature is lower than To,l whereas outside humidity

is in a range of 40% - 90%. Therefore, 0.15 to 0.18 m3/s is recommended for the operating

range of volumetric flow rate.

4.3.4 Performance Assessment

To evaluate the performance of the supervisory MPC, we separate performance

indices into two parts referring to thermal comfort and peak-load shaving. For the

thermal comfort, we define ∆TZ,rms as a root-mean-square (RMS) deviation of the zone

temperature with respect to T0, where

∆TZ,rms =

√∑N
k=1(TZ[k]− T0)2

N
. (4.1)

A magnitude of ∆TZ,rms implies thermal interference when the zone temperature is

lower or greater than the ideal comfort temperature. In parts of peak-load shaving

performance, we modify (3.3) by substituting N for NS and replacing ts with ts,MPC. In

the following sections, we will use these indices to evaluate the results.
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4.4 Illustrative Examples

In this section, we demonstrate an application of the proposed supervisory MPC

to three cases of weather conditions in Thailand, namely, summer season, winter season,

and rainy season.

4.4.1 Summer Season

To simulate heat and humidity load profile, we consider a typical day in summer

season with working hours from 8:00–17:00. In this example, a human metabolism

generates heat of 1, 500 Kcal/day or 72.57 W [28] and a human respiration generates

water vapor of 0.08 kg/h or 2.22× 10−5 kg/s [21]. Let Noc be the number of occupants.

We calculate hourly heat (W) and humidity load (kg/h) by

QL = 72.57 ·Noc,

ωL = 2.22× 10−5 ·Noc.

The numbers of occupants per hour are given in Table 4.3.

Table 4.3: The hourly number of occupants.

Time (hour) 8 9 10 11 12 13 14 15 16 17

Noc 4 5 6 6 7 7 6 6 5 4

After computing QL and ωL, we perform a polynomial interpolation on the data

using spline in MATLAB [29]. The interpolated disturbance profile is illustrated in Fig-

ure 4.5.

Using the above settings, we can compute OptRef. In Figure 4.6, We compare

OptRef, generated by the SC layer, using different volumetric flow rate. Using higher

volumetric flow rate allows us to use higher set-point temperature resulted increase of

electrical power reduction and TOC reduction.

We explore a trade-off performance between JTOC and JTCC in the SC layer. To
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(a) Outside air temperature.
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(b) Outside air humidity ratio.
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(d) Humidity load.

Figure 4.5: Interpolated disturbances profile used in the simulations.
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Figure 4.6: Optimal reference temperature (OptRef) in summer season.

Figure 4.7: Trade-off between TOC and TCC in summer season.

demonstrate the trade-off performance, we compute the optimal solution by varying the

value of α in (3.10) from 0 to 1. We then obtain the Pareto optimal curve as shown in
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Fig. 4.7. The results show the trade-off performance between JTOC and JTCC where

the maximum of the JTOC and the maximum of the JTOC are equal to 1. We observe

that the Pareto optimal front occurs when α is equal to 0.5. This implies the value of

JTCC cannot be made smaller without allowing the value of JTOC to increase.

In comparison to other references, we choose three conventional reference pat-

terns, namely, Nom, Step, and Trapz. A comparison of these references are shown in

Figure 4.8. We describe patterns of Nom, Step, and Trapz as follows.

Nom: This set-point profile is a nominal operation used to compare control performance

of each case. Tref is constant at 26.03 ◦C for all times.

Step: This set-point profile is adapted from [24]. We increase the set-point temperature

from 26.03 ◦C to 27.71 ◦C when the peak-load of the nominal operation occurs.

We observe the power profile of the nominal operation and choose to step up the

set-point temperature at 10:45 and step down at 14:30.

Trapz: In the same way as Step, we increase Tref from 26.03 ◦C to 27.71 ◦C to shave the

peak-load. The set-point temperature changing function is a trapezoidal function

with ramp time = 30 minute which starts the ramp-up at 10:45 and starts the

ramp-down at 14:00.

For all comparisons, ωref is 0.012 kg/kg which is equivalent to the zone relative humidity

at 54.5%. Additionally, we relax the volumetric flow rate in MPC design (3.13) with

Nom, Step, and Trapz by selecting fl = 0.12 m3/s while keeping fu = 0.18 m3/s.

The purpose of constraint relaxation is to enlarge the feasible region of the MPC design

problem to achieve the better cost of the MPC and to show an importance on selection

of the volumetric flow rate.

Computing from disturbances profile, we obtain T o = 36.60 ◦C and RHo = 54.2 %.

Regarding to Table 4.2, it suggests us to choose a range of operating flow rate to be

High where fl = 0.18 kg/kg and fu = 0.18 kg/kg. Therefore, (3.14) can be expressed
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Figure 4.8: Different references in summer season.

as

ul − ū =


0.03

−950

−5× 10−4

 , uu − ū =


0.03

1550

5× 10−4

 .

Consequently, output responses and input responses from the MPC layer are shown in

the following figures.

Firstly, we observe in Figure 4.9 that zone temperature from the MPC can track

its set-point efficiently. In Figure 4.10, there is a swing of zone RH during set-point

temperature changing phase in cases of Step and Trapz whereas OptRef generates

only small deviation of zone RH from set-point humidity ratio. This is because OptRef

has a slow-changing characteristic. In parts of control inputs, we observe that the peak

of heat exchanger electrical power is smoothly shaved by OptRef. Peak electrical power

is reduced by 13.43 % compared to the nominal case.

As results of the control design, OptRef gives the best result on TOC reduction.

Temperature deviation from To from OptRef is the smallest compared to the others.

This implies less thermal comfort violation generated from OptRef. Lastly, PMV,

shown in Figure 4.16, is well-regulated with the help of specification of the volumetric



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

40

8 9 10 11 12 13 14 15 16 17
hr

25

25.5

26

26.5

27

27.5

nominal OptRef Step Trapz

Figure 4.9: Zone temperature in summer season.
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Figure 4.10: Zone relative humidity in summer season.

flow rate constraint.
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Figure 4.11: Volumetric flow rate in summer season.
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Figure 4.12: Heat exchanger electrical power in summer season.
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Figure 4.13: Removed moisture in summer season.

66.12 61.63 61.10 61.73

385.48

333.70
355.72

334.15

451.60

395.33
416.82

395.88

 Nom  OptRef  Step  Trapz
0

100

200

300

400

500

Figure 4.14: TOC in summer season.
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Figure 4.15: TCC in summer season.
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Figure 4.16: Zone PMV in summer season.
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4.4.2 Rainy Season

In the experiments, we select September 23, 2019 for an example. A weather

profile is shown in Figure 4.17.

8 9 10 11 12 13 14 15 16 17
hr

25

25.5

26

26.5

27

27.5

28

(a) Outside air temperature.

8 9 10 11 12 13 14 15 16 17
hr

0.027

0.0275

0.028

0.0285

0.029

(b) Outside air humidity ratio.

Figure 4.17: Interpolated disturbances profile used in the simulations in rainy season.

A rainfall during 12:30-14:00 caused the outside air temperature drops from 28 ◦C

to 26 ◦C. When the rainfall is end, we observe that the outside air temperature rises

up. Thus, we foresee that there will occur another peak-load around 15:30. In parts

of the outside humidity, we observe that the outside air humidity ratio is in a range of

0.027 kg/kg to 0.029 kg/kg which is dramatically greater than the operating humidity

ratio (0.012 kg/kg).

Using the above settings, we can compute OptRef. In Figure 4.18, We compare

OptRef, generated by the SC layer, using different volumetric flow rate. Using higher

volumetric flow rate allows us to use higher set-point temperature resulted increase of

electrical power reduction and TOC reduction. However, we suggest to set the volu-

metric flow rate at medium to high level in rainy season since using high flow rate may
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cause loss in humidity control.

Figure 4.18: Optimal reference temperature (OptRef) in rainy season.

Figure 4.19: Trade-off between TOC and TCC in rainy season.

We explore a trade-off performance between JTOC and JTCC in the SC layer. To

demonstrate the trade-off performance, we compute the optimal solution by varying the

value of α in (3.10) from 0 to 1. We then obtain the Pareto optimal curve as shown in

Fig. 4.19. The results show the trade-off performance between JTOC and JTCC where

the maximum of the JTOC and the maximum of the JTOC are equal to 1. In the same

way as in summer season, we observe that the Pareto optimal front occurs when α is

equal to 0.5. This implies the value of JTCC cannot be made smaller without allowing

the value of JTOC to increase.

In comparison to other references, we choose three conventional reference pat-

terns, namely, Nom, Step, and Trapz. A comparison of these references are shown in

Figure 4.20. We describe patterns of Nom, Step, and Trapz as follows.

Nom: This set-point profile is a nominal operation used to compare control performance

of each case. Tref is constant at 25.74 ◦C for all times.
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Figure 4.20: Different references in rainy season.

Step: This set-point profile is adapted from [24]. We increase the set-point temperature

from 25.74 ◦C to 27.46 ◦C when the peak-load of the nominal operation occurs.

We observe the power profile of the nominal operation and choose to step up the

set-point temperature at 10:45 and step down at 14:30.

Trapz: In the same way as Step, we increase Tref from 25.74 ◦C to 27.47 ◦C to shave the

peak-load. The set-point temperature changing function is a trapezoidal function

with ramp time = 30 minute which starts the ramp-up at 10:45 and starts the

ramp-down at 14:00.

For all comparisons, ωref is 0.012 kg/kg which is equivalent to the zone relative humidity

at 54.5%. Additionally, we relax the volumetric flow rate in MPC design (3.13) with

Nom, Step, and Trapz by selecting fl = 0.12 m3/s while keeping fu = 0.18 m3/s.

The purpose of constraint relaxation is to enlarge the feasible region of the MPC design

problem to achieve the better cost of the MPC and to show an importance on selection

of the volumetric flow rate.

Computing from disturbances profile, we obtain T o = 26.40 ◦C and RHo =

93.70 %. Regarding to Table 4.2, it suggests us to choose a range of operating flow
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rate to be High where fl = 0.15 kg/kg and fu = 0.18 kg/kg. Therefore, (3.14) can be

expressed as

ul − ū =


0

−950

−5× 10−4

 , uu − ū =


0.03

1550

5× 10−4

 .

Consequently, output responses and input responses from the MPC layer are shown in

the following figures.

Figure 4.21: Zone temperature in rainy season.

From the results, we observe that OptRef tends to follow a pattern of the out-

side air temperature. With the fast-changing set-point temperatures such as Step and

Trapz, MPC fails to regulate the zone RH around 54.5 %. In addition, there occurs

some oscillations of the zone temperatures during the ramp period. Unlike the slow-

changing rate set-point, OptRef helps the MPC to accurately maintain both the zone

temperature and zone humidity ratio around the given set-point.

In parts of control inputs, with the knowledge on disturbances profile, OptRef

efficiently entirely shaves the heat exchanger electrical power. Although OptRef only

reduces the first peak-load by 57.95 % worse than 67.59 % from Step and 67.83 % from

Trapz, the second peak-load, occured when the rainfall ends, from OptRef is reduced
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Figure 4.22: Zone RH in rainy season.

Figure 4.23: Volumetric flow rate in rainy season.

by 51.88 % compared to the other cases. This makes the peak-load during the daytime

of OptRef be in the best position (158 W) compared to Step (205.4 W) and Trapz

(205.4 W).

As a result, we compare EC, DC, and TOC of OptRef shown in Figure 4.26
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Figure 4.24: Heat exchanger electrical power in rainy season.

Figure 4.25: Removed moisture in rainy season.

is reduced by 58.88 % compare to 46.44 % of Step and 46.43 % Trapz. However,

we observe the better performance of Trapz when we consider on thermal comfort

regulation. Figure 4.27 shows that OptRef generates 0.80 ◦C of the deviation whearas

both Step and Trapz lead to 0.89 ◦C and 0.71 ◦C, respectively.
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Figure 4.26: TOC in rainy season.

Figure 4.27: Temperature deviation in rainy season.

Lastly, using OptRef with the MPC gives the PMV, shown in Figure 4.28, within

the defined region whearas the others fail to regulated the PMV.
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Figure 4.28: Zone PMV in rainy season.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

52

4.4.3 Winter Season

We choose the date Jan 3, 2019 as our example of the date in winter season. The

outside air temperature and the outside air humidity ratio are shown in Figure 4.29.

8 9 10 11 12 13 14 15 16 17
hr

23

24

25

26

27

(a) Outside air temperature.

8 9 10 11 12 13 14 15 16 17
hr

0.014

0.015

0.016

0.017

0.018

0.019

(b) Outside air humidity ratio.

Figure 4.29: Interpolated disturbances profile for winter used in the simulations.

We observe that the outside air temperature during the morning of the day is lower

than 25 ◦C which is the operating temperature. Since our HVAC system is specified to

operate in the cooling mode, we then suggest that the HVAC system should be turned-

off during 8:00 to 10:00. After 10:00, we initialize the HVAC system and the supervisory

MPC to design OptRef. For an internal load, we asssume that the occupied period

of the zone remains the same as Table 4.3. Therefore, heat load and humidity load

generated by occupants are the same as shown in Figures 4.5c and 4.5d.

Using the above settings, we can compute OptRef. In Figure 4.30, We compare

OptRef, generated by the SC layer, using different volumetric flow rate. Using higher

volumetric flow rate allows us to use higher set-point temperature resulted increase of
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electrical power reduction and TOC reduction.

Figure 4.30: Optimal reference temperature (OptRef) in winter season.

Figure 4.31: Trade-off between TOC and TCC in winter season.

We explore a trade-off performance between JTOC and JTCC in the SC layer. To

demonstrate the trade-off performance, we compute the optimal solution by varying the

value of α in (3.10) from 0 to 1. We then obtain the Pareto optimal curve as shown in

Fig. 4.31. The results show the trade-off performance between JTOC and JTCC where

the maximum of the JTOC and the maximum of the JTOC are equal to 1. In the same

way as in summer season, we observe that the Pareto optimal front occurs when α is

equal to 0.5. This implies the value of JTCC cannot be made smaller without allowing

the value of JTOC to increase.

In comparison to other references, we choose three conventional reference pat-

terns, namely, Nom, Step, and Trapz. A comparison of these references are shown in

Figure 4.8. We describe patterns of Nom, Step, and Trapz as follows.

Nom: This set-point profile is a nominal operation used to compare control performance

of each case. Tref is constant at 25.71 ◦C for all times.
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Step: This set-point profile is adapted from [24]. We increase the set-point temperature

from 25.71 ◦C to 27.46 ◦C when the peak-load of the nominal operation occurs.

We observe the power profile of the nominal operation and choose to step up the

set-point temperature at 10:45 and step down at 14:30.

Trapz: In the same way as Step, we increase Tref from 25.71 ◦C to 27.46 ◦C to shave the

peak-load. The set-point temperature changing function is a trapezoidal function

with ramp time = 30 minute which starts the ramp-up at 10:45 and starts the

ramp-down at 14:00.

For all comparisons, ωref is 0.012 kg/kg which is equivalent to the zone relative humidity

at 54.5%. Additionally, we relax the volumetric flow rate in MPC design (3.13) with

Nom, Step, and Trapz by selecting fl = 0.12 m3/s while keeping fu = 0.18 m3/s.

The purpose of constraint relaxation is to enlarge the feasible region of the MPC design

problem to achieve the better cost of the MPC and to show an importance on selection

of the volumetric flow rate.

Computing from disturbances profile, we obtain T o = 25.56 ◦C and RHo = 56.4 %.

Regarding to Table 4.2, it suggests us to choose a range of operating flow rate to be

High where fl = 0.15 kg/kg and fu = 0.18 kg/kg. Therefore, (3.14) can be expressed

as

ul − ū =


0

−950

−5× 10−4

 , uu − ū =


0.03

−950

−5× 10−4

 .

Consequently, output responses and input responses from the MPC layer are shown in

the following figures.

From the results, we observe that OptRef follows the trend of the outside air

temperature. In parts of control inputs, the heat exchanger electrical power from Op-

tRef is nearly zero which also gives the minimum of the TOC. This means operating

the HVAC system only in the fan mode is enough to control the thermal comfort of the

occupants and also gives the minimum of the TOC.
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Figure 4.32: Different references in winter season.

Figure 4.33: Zone temperature in winter season.

In opposite to the experiments in rainy season, OptRef in winter season give the

best attainable TOC reduction whereas the trade-off on the deviation of zone temper-

atures is observed. In Figure 4.38, TOC generated by OptRef is equal to 0 which is

significantly reduced compared to the other cases. On the other hand, we can see in

Figure 4.39 that OptRef generates 0.44 ◦C of temperature deviation which is higher
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Figure 4.34: Zone RH in winter season.

Figure 4.35: Volumetric flow rate in winter season.

than both 0.43 ◦C from Step and 0.29 ◦C from Trapz. By the way, there is PMV

violation in all cases as in Figure 4.40.
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Figure 4.36: Heat exchanger electrical power in winter season.

Figure 4.37: Removed moisture in winter season.
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Figure 4.38: TOC in winter season.

Figure 4.39: Temperature deviation in winter season.
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Figure 4.40: Zone PMV in winter season.
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4.5 Discussion

According to our numerical results, Table 4.4 summarize performance of the pro-

posed control design under various weather conditions.

Table 4.4: Performance of using OptRef under various weather conditions.

Case
Performance indices

Peak-load TOC Temperature deviation (◦C)

Summer

Nom 1835.6 W 451.6 THB 0̃ ◦C

OptRef 1589.0 W 395.33 THB 0.78 ◦C

change -13.43% -12.46% +0.78 ◦C

Rainy

Nom 374.9 W 83.94 THB 0̃ ◦C

OptRef 157.7 W 34.52 THB 0.89 ◦C

change -57.95% -58.9% +0.89 ◦C

Winter

Nom 109.6 W 24.65 THB 0̃ ◦C

OptRef 0 0 THB 0.44 ◦C

change -100% -100% +0.44 ◦C

Generally, OptRef succesfully reduces electrical peak-load during the day. Peak-

load is reduced by 13.43% in summer season, 57.95% in rainy season. In winter season,

heat exchanger can be turned-off while HVAC system is operating in fan-mode.

In terms of cost saving, OptRef in the summer season yields the best cost saving

in THB, following by that in rainy season, and that in winter season, orderly. When

compared to the other seasons, we observe that OptRef gives a significant TOC reduc-

tion in rainy season because of the detection of second peak-load. In terms of themal

comfort interference, temperature deviation is less than 1 ◦C. This implies thermal

comfort is well-regulated. As results, we ensure that the proposed supervisory MPC can

be implemented and operated in various operating conditions.

To state the contribution of the proposed supervisory MPC, we point out advan-

tages of our control design as follows. Firstly, we integrate outside air temperature and
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heat load into the SC layer, so the set-point temperature of OptRef adapts itself to the

environmental condition. We observe that the set-point temperature OptRef follows

the change of specific disturbances, the outside temperature and heat load. This means

OptRef is more adaptable with disturbance patterns than Step and Trapz.

Secondly, the set-point temperature of OptRef ia slowly changing, so it gives

a better result on humidity and control inputs compared to that of Step and Trapz.

We show that abrupt changes of the set-point temperature in the case of Step can

adversely disturb the zone humidity. The zone relative humidity in the case of Step

and Trapz slightly change in the opposite direction to the set-point temperature while

that of OptRef is well regulated.

Thirdly, with the relaxation of the constraint on the volumetric flow rate, we

observe that the PMV in the case of Step and Trapz is greater than 0.5. On the other

habd, applying OptRef along with specific volumetric flow rate to the HVAC system

gives the PMV within 0.5.

In case of OptRef, the heat exchanger electrical power during off-peak period

is slightly lower than that of the other cases. However, the dehumidifier uses a large

control input to remove the same amount of the zone humidity. The reason is that the

volumetric flow rate is greater than that of the case of Step and Trapz. Furthermore, we

observe that OptRef gives a smoother electrical power profile while Step gives another

peak of the electrical power when the set-point temperature returns to its nominal level.

Therefore, employing OptRef would make the HVAC system have a longer lifetime and

minimize the maintenance cost.

Last but not least, the supervisory control takes about 10 ms to compute OptRef

and the average computing time of the MPC is 31 ms per iteration. In comparison to

the sampling time of the MPC layer, it confirms that the proposed design can be applied

to the real-time application.

On the other hand, there are some disadvantages on our control design. First
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of all, one of the disadvantages is that the maximum benefit of the proposed design

method relies on perfect weather and disturbance forecast. For another disadvantage,

we observe that tracking error using OpfRef is generally larger than those of the other

set-points due to its time-lag behavior.

4.6 Summary

In this chapter, we show the numerical results of the proposed control design

including dynamic model, analysis of PMV, control design, and illustrative cases. In

our illustrative cases, we show that our control objectives, namely, energy minimization

and thermal comfort regulation, can be succesfully achieved by the proposed control

design. Next, peak-load shaving, one major part to reduce energy consumption, can be

done efficiently by OptRef. In addition, thermal comfort is well-regulated even if the

weather conditions are changed. Furthermore, we point out interesting points in terms

of discussion. Finally, we state advantage and disadvantage of using supervisory MPC.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER V

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

In this thesis, we present a novel design of supervisory MPC for HVAC system

that concerns both peak-load shaving and thermal confort.

In Chapter 1, we introduce research background of an HVAC system, thermal

comfort, and a supervisory MPC. We state our research problem, objectives, and con-

tributions.

In Chapter 2, we present a complex dynamic model of building HVAC system

adapted from [25] which consists of temperature dynamics and humidity dynamics.

We show that CFD model can be integrated to analyze air velocity inside the room.

After that, we linearize nonlinear HVAC model around its equilibrium and implement

a linearized model in the supervisory MPC.

In Chapter 3, we explain a formulation of the proposed supervisory MPC based

on linearized model in Chapter 2. For the supervisory control, we apply TOC, TCC,

and analysis of PMV properties to formulate the optimal set-point design problem. For

the MPC layer, we search for the optimal control input satisfactory with our control

objectives, namely, reference tracking and control input minimizing.

In Chapter 4, we investigate for application of the proposed control design in

Chapter 3 and present illustrated examples. The simulations are done based on Thai-

land’s weather condition, namely, summer season, rainy season, and winter season. We

also compare the optimal set-point with the conventional set-point from our previous

work [24]. As results, our numerical results reveal that the optimal set-point from the

proposed control design works well resulted in better control on zone temperature, zone
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humidity and zone PMV. Electrical power of heat exchanger is smoothly shaved in all

simulations as well as TOC is reduced. Thermal comfort is well-regulated in an accept-

able region. Moreover, we investigate performance of the proposed control design when

the weather conditions are varied. Our results confirm that the proposed supervisory

MPC succesfully handles various types of disturbance profile and yields a better results

compared to conventional set-point design.

5.2 Recommendations for Future work

1. Extension of the single zone building to the multi-zone building is challenging

due to a growth of computational cost. In addition, the electricity consumed by

the other appliances, for example, lightning system, should be taken into account

of electricity consumption of the building. This would show a possibility and a

feasibility to implement the proposed control strategy in a real application.

2. The proposed control scheme provides good control results when disturbances

data is accessible. Therefore, combination of the proposed control system with a

acculate prediction system of weather data is highly recommended. Additionally,

the prediction system would allow us to perform a long-term computation using

the proposed control strategy.

3. The relaxation of a nonlinear model using linearization allows us to interpret the

results analytically. However, this would make the design not applicable for other

operating point. To improve this point, we suggest that an extension of the linear

MPC to nonlinear one can be applied to the proposed control strategy.

4. PMV, which is used as the thermal comfort indicator, is used to determine the

desired bound for set-point temperature and volumetric flow rate. [19] presented

that the PMV can be directly included in the MPC constraint with linearzation

techniques. This allows us to concern the level of the PMV straightforwardly.
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