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1. Introduction
Communication is a process of sending and receiving information. The ways of
communication among people are not only limited to face-to-face oral conversation
but also textual communication through various sources, for example, books,
internet contents, and signs. On a daily basis, several kinds of meaningful information
can be retrieved from text in images, such as product labels, billboards, and traffic
signs. If there is an algorithm that can automatically extracts and captures this useful

information is designed, a large number of applications can be created.

v
- P

Figure 1 Samples of daily life text images

Automatic language translation from images is one of real-wold scene text
recognition applications. In this decade, smartphones have become extremely
popular among all age groups. Automatic sign translation apps can help tourists
understand the local languages and make them more comfortable communicating
with locals.

Visually impaired and elderly people also gain benefits from automated
reading applications. The mobile application named “Be My Eye” can help blind,
elderly, and low vision people see things in their daily life routine, such as objects
identification, reading product signs, or identify products’ expiry dates. Even so, this

app still needs sighted volunteers to assist them through live video chat. If an



autonomous scene text reading algorithm can be built, it could help these people
have a better quality of life.

Many repeated routines can earn benefits from an automated scene text
reading, such as license plate recognition, traffic sign surveillance, and video
captioning. License plate recognition is one of the real-world applications used in
public places. However, many designed systems still rely on specific working
conditions. For example, working reliably only under good indoor lighting scenes with
a fixed position camera. Improving scene text localization and recognition algorithms
can help these systems to be able to function under more arbitrary scene
conditions.

Robotics is another area that requires ability to sense and understand
surrounding environment including scene text. An autonomous driving car is one of
the most potential robotic applications. It needs an ability to locate and perceive the
surrounding text from traffic and road signs.

Optical Character Recognition (OCR) is a long-standing problem in the
document analysis field. Documents in the form of books, newspapers, government,
and historical documents are the sources of printed characters. The main aim of OCR
is to digitize these documents into an electronic form. The standard OCR algorithms
focus on recognizing texts in scanned documents, which have many specific
characteristics like simple black text on white background, horizontal text alignment,
and fixed page layout in the printed text. Nonetheless, scene text images are usually
taken by smartphone cameras, with arbitrary viewpoint under uncontrollable lighting
and probably shaking. These lead to many challenges such as a non-uniform motion
blur problem. These extensive properties make the existing scanned document-
based OCR may not work well on scene text situations. Figure 2 shows comparison

between scanned document and scene text images.



Figure 2 Image comparison between scanned document and scene text images

According to the literature survey on scene text recognition, this problem
consists of two subproblems: scene text localization and recognition. The main aim
for scene text localization is to locate texts in images into precise word or line level
bounding boxes. There are many existing English scene text localization methods.
Nevertheless, these methods may not work well on Thai scene text due to some
language-specific properties. In Thai, writing system a text lines consists of alphabets,
vowels and tone marks can be written in 4-levels: top, upper, main, and below base
line. Since tone marks are usually much smaller than other components in text lines,
the typical English based scene text localization algorithms often suppress these
components, leading to incorrect recognition output. The comparison between
English and Thai writing systems is shown in Figure 3.
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Figure 3 Text layout and writing systems comparison between Thai and English

To the best of our knowledge, there is no Thai scene text recognition
algorithm that is accurate. Since the existing Thai character recognition algorithms
mostly designed for scanned documents problem; they may not be suitable reading
scene texts. A new algorithm for Thai language needs to be designed to achieves a

good performance on Thai scene text recognition problem.



1.1. Aims and Objectives

The main objective of this dissertation is to build an automatic Thai text
recognition algorithm which will achieve better results than traditional ThaiOCR on

Thai scene text problem.

1.2. Scope of Study

- Thai text recognition limits to Thai characters consisting of consonants, vowels, and
tone marks

- The proposed algorithm will be tested on BEST 2015 and our Thai scene text

dataset, which have the following constraints:
® Text in testing images must be taken under good lighting conditions.
® Text in testing images must be written in a horizontal, not vertical, direction.
® Text in testing images must not be affected by motion blur.

® Text in images must have height not less than 32 pixels.



2. Literature Survey

This chapter describes the survey of literature related to this dissertation. It
begins with works in scene text localization and recognition, then, Thai OCR, and Thai
scene text localization.
2.1. Scene Text Localization and Recognition

Scene text recognition is a computer vision problem that can be dated back to
decades. At high-level perception, this problem consists of two sub-problems: text
localization and text recognition. The main aim of text localization is to locate
individual words or lines of text. Once the text regions in the image have been
spotted, those regions can be identified as the actual words and lines, which can be
fed to text recognition algorithm.
2.1.1. Scene Text Localization

The process of locating text lines in natural scene images is different from the

one to locate text lines in scanned documents since scene images consist of
complex components and various kinds of challenges. Text regions can be different

in styles, sizes, and colors. In addition, a large variety of font styles, sizes, a wide

range of complex backgrounds, and occlusions makes the problem more challenging.

According to the existing scene text localization and recognition, text
localization algorithms can be categorized into two groups: connected component

analysis (CCA) and object or pixel classification based approaches.

2.1.1.1. Connected Component Analysis Based Approaches
The scene text localization based on connected component analysis (CCA)
typically can be treated as a graph-based algorithm. This kind of algorithms typically
use colors, textures, edge intensity, and stroke-width as features. Each set of
connected components is grouped into text regions based on feature
correspondence heuristics, such as color similarity and text line location. There are
many interesting CCA based text localization methods, which are mentioned below.
(Subramanian et al,, 2007) proposed a CCA based scene text recognition

algorithm. A horizontal line scan was applied to find the regions which have text-like



properties from intensity image. Then, seed-growing, color, and spatial location
features were fed to apparent rules to classify each text region into text bounding
boxes.

In (Zongyi & Sarkar, 2008) work, the method began with initial segmentation
by using the Niblack binarization technique and some rules to discard noise and non-
text regions. Then, intensity and shape filtering was applied to acquire text areas.

In (Minhua & Chunheng, 2008) work, a background complexity analysis was
applied together with CCA based text detection method. First, the gray density was
calculated from a grayscale input image to classify background into three classes:
simple, middle, and complex background. Then, the edge maps were extracted and
thresholded by using a defined algorithm based on the background classification
result. Finally, the rule-based text refinement was employed on each candidate CCs
to discard non-text components.

(Shivakumara et al.,, 2009) employed a gradient-based feature for text
detection. In this work, the assumption that the gradient information in text areas
was different from non-text regions in terms of higher contrasts was proposed. The
gradient difference feature in the x-direction was extracted from the grayscale image,
obtaining the minimum and maximum gradient values. The global threshold was
then determined based on the average value of gradient difference to suppress non-
text regions. The output text bounding boxes can be acquired by applying a
conventional projection profile on the threshold image.

(Epshtein et al., 2010) introduced the famous stroke width transform (SWT) for
scene text localization. This method used the Canny edge detector (Canny, 1986) to
extract the edge map from the input image. Then, for each location, the stroke width
feature was computed from the gradient direction of the edge map. The modified
CCA and rule-based techniques were used in combination with stroke width feature
and CCs (Connection Components) spatial location to generate candidate text
bounding boxes.

(Karaoglu et al, 2010) employed the statistical binarization technique to
suppress most background from the input image. Then, geometric, shape regularity

and corner based interpolated features were extracted from each CCs. To classify



between text and non-text CCs, the extracted features were fed into a random forest
classifier trained on ICDAR 2003 and 2005 dataset. Finally, the output text bounding
boxes were built by using spatial location feature combining with statistical rules.

(X. Huang & Ma, 2010) stated an assumption that the edge feature of scene
text regions is richer and denser than the backeround area. The novel edge features
were retrieved by using six directions of the 2D Log-Gabor filter to build a text stroke
map. Then, coarseness feature and appearance-based rules were employed to filter
out non-text CCs. Finally, Harris corner detection and CCA were applied to produce
candidate text regions.

(Lee et al., 2010) proposed a color-based text localization method. K-Mean
clustering was used to find the most dominant colors from the input image. In this
work, the hypothesis that the text region in the image is generally relatively small,
only K-means clustering based on the color distribution often yields insufficient
segmentation, was stated. The modified version of K-Mean clustering, which utilizes
the HCL (hue, chroma, and luminance) distance was applied to find segmented
regions. Each pixel was assigned to one of K labels, and the eight-connected pixels
were merged into the same region. Markov Random Field (MRF) uses locations, sizes,
and shapes features to determine the textness score in the text region verification
stage. Nevertheless, in this work, the text bounding box generation algorithm was not
mentioned.

(Lukas Neumann & Matas, 2010) proposed the novel Maximally Stable
Extremal Region (MSER) based text localization method. MSER is a famous feature
extractor which applies multiple binarization thresholding on the input image and
keeps the satisfying regions. For each extremal region (ER) in the MSER set, the
following scale-invariant features were extracted: aspect ratio, relative segment
height, compactness number of holes, convex hull area to surface ratio, character
color consistency, background color consistency, and skeleton length to perimeter
ratio. A standard Radial Basis Function (RBF) Support Vector Machine (SVM) was used
as text and non-text classifier for each ER. A horizontal text line was treated as a
linear sequence of characters with a straight or slightly curved bottom line in this

work. From this assumption, the candidate text lines were built using spatial



character location, size, and color feature in combination with Least Median Square
(LMS) fitting to generate output text lines.

The updated version of MSER based text localization algorithm was proposed
by (Lukas Neumann & Matas, 2012). Multiple MSER components were extracted from
seven channels of image: R,G,B, H,S,I, and intensity gradient channels. The descriptor
for each ER was built by the following incrementally computed descriptors: area
(pixel), bounding box spatial location, perimeter, and horizontal line crossing. These
features were used in Real AdaBoost text classifier to filter out weak text CCs. In the
second stage, the ERs that pass the first stage were arranged into character and non-
character classes using SVM and more computationally expensive scale-invariant
features: hole area ratio and convex hull ratio. Finally, the output text lines were
built in the same way proposed in (Lukas Neumann & Matas, 2010).

(Yin et al,, 2012) employed MSER to extract the candidate letter regions. For
each pair candidate letter region, the text region was built by using the following
letter adjacency features: letter candidate’s widths, heights, centroids, colors, stroke
widths, top, and bottom alignments. These candidate regions were classified by
AdaBoost using horizontal and vertical variances feature to acquire the text bounding
boxes.

(Mosleh et al., 2012) used bandlet transforms in combination with SWT.
Compared with the original SWT, instead of using Canny edge detection, they used
bandlet edge transform. The output text edge map was used in SWT and geometric
rule-based CCA to generate the output text instances.

(Koo & Kim, 2013) also utilized MSER as a candidate text CCs detector. Then,
geometric, spatial location, and color features were extracted from each CC and fed
into the first stage text/non-text AdaBoost classifier. Since MSER generates multiple
overlapped regions at the same characters, the CC clustering was applied to group
these regions into candidate text areas. For each CC group, skew normalization and
geometric feature extraction were employed to generate the normalize
corresponding regions for the reliable text/non-text classification. In the last stage, a
sliding window based Multilayer Perceptron (MLP) was used in combination with

gradient features to classify each region into text or non-text bounding boxes.



(Gomez & Karatzas, 2013) proposed a MSER based method for multi-script
text detection. MSER components were extracted from the input image. Then, a set
of possible grouping hypotheses was created from predefined features and criteria.
Each group was merged from the grouping hypotheses by extracting only the most
meaning features and compared with the designed metrics. Finally, the output CCs
were formed into text lines by using defined criteria.

(Le Kang et al.,, 2013) proposed a higher-order correlation clustering for multi-
oriented text line detection in natural images. A text line detection was treated as a
graph partitioning problem. A graph of color MSER components was constructed from
the input image. Then, MSER components were coarsely grouped base on their
consistency with neighbor components to create weak hypothesis by using the
following prior knowledge of text: text line must be elongated, and the projection
profile of a text line should have higher variance. Finally, correlation clustering was
employed on given a MSER graph, to assign a binary label to each edge, indicating
whether the two vertices were connected.

(Gomez & Karatzas, 2014) proposed a real-time MSER based text detection
and tracking in video sequences. This work was an extension of their previous work
(Gomez & Karatzas, 2013). Instead of using only the hierarchical grouping results, the
Real AdaBoost was applied for non-text regions pruning to reduce the
misclassification rate. The text regions were tracked through each frame by MSER
features, MSER-tracking, and RANSAC-based algorithms.

(Igbal et al.,, 2014) used MSER and Bayesian networks to detect text from
natural scene images. The proposed system can be divided into four stages. First,
MSER component extraction and rule-based CC filtering were performed on the
grayscale image to extract the candidate letter regions. Second, text regions were
constructed by pruning repeated components and locating text directly in images
using geometric features such as adjacent character size and color similarity.
Furthermore, the candidate text binary mask was used cooperating with the learned
Bayesian network to extract each character region again. Finally, each character was
grouped into text bounding boxes based on height similarity and alignment score

constraints.
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In 2015, an object proposal idea spread around many famous object
detection community. An aim of object proposal is to generate high-quality object
location by using low computational complexity features. The main interest is its
ability to speed up the detection pipelines that use complex and expensive
classifiers by considering only a few thousands of bounding boxes instead of
searching on entire images. (Gomez & Karatzas, 2015) proposed a MSER based text
proposal method. This method started from MSER component extraction from
multiple input image channels and merged iteratively using the single linkage
criterion. The clustering/proposal ranking was calculated based on the selected three
ranking methods: pseudo-random, cluster meaningfulness, and text classifier
confidence.

(Su & Xu, 2015) utilized Stroke Width Transform (SWT) from previous work
(Epshtein et al., 2010) Instead of using only SWT and CCA constraints to create the
output text bounding boxes, seed stroke segmentation detection was proposed.
After acquiring the edge map and stroke map from SWT, seed and non-seed stroke
segments were calculated based on defined criteria. For each stroke seed, the edge-
based region growing with the edge boundary and merging conditions were used to
create candidate character regions. In the end, CCA and rule-based filtering were
applied to each region to generate the output bounding boxes.

(Feng et al, 2015) employed grayscale MSER to generate ERs (Extremal
Regions) tree as a text detector combined with minimal and maximal component
size criteria. For each ERs, the corner feature and HOG descriptor were extracted and
fed into AdaBoost text and non-text classifier to remove non-text components.
Finally, the remaining candidate ERs were merged into text lines using color, spatial
location, and scale-invariant features.

(Busta et al., 2015) proposed FASText : Efficient Unconstrained Scene Text
Detector, which focused on localization speed while preserving an acceptable
detection rate. This system was built based on the famous FAST corner feature
extractor. FAST feature keypoints were extracted and categorized into Stroke Ending
Keypoint (SEK) and Stroke Bend Keypoint (SBK) using pixel intensity constraints.

These keypoints were used to segment the candidate letter regions. At the last step,
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the character stroke area and geometric set were used to group the regions into text
bounding boxes.

(L. Neumann & Matas, 2015) proposed end-to-end MSER based text
localization and recognition. In the text localization part, MSER components were
classified into three distinct classes: characters, multi-characters, and background by
using geometric and stroke features. The characters and multi-character regions were
merged using standard agglomerative clustering and iterative Grabcut to generate the
text output.

(H. Cho et al,, 2016) also utilized MSER as a weak text detector. In the first
stage, they employed weak constraints MSER detector on YCbCr and inverted
channel image to construct the ERs tree. The ERs components which have the
highest stability criterion for each group were kept. The surviving character candidates
were classified into three classes: strong text, weak text, and non-text. The strong
text candidates were iteratively grouped into the minimum-area encasing rectangle
bounding boxes.

(Qin & Manduchi, 2016) proposed MSER and CNN (Convolutional Neural
Network) based text localization method. MSER feature was computed on seven
channels: R,G,B, H,S,V, and grayscale, which produce a large amount of possibly
overlapped regions. These regions were merged and discarded by using overlapping
criterion and Jaccard similarity index. The remaining MSER patches were resized and
fed into CNN to classify between text and non-text. In the end, the text lines were
formed using predefined criteria, starting from the highest probability regions.

(Ray et al,, 2016) proposed MSER and CNN based text localization method.
The process started with extracting the region proposal using weak MSER constraints.
Each component was fed to a pre-trained ImageNet CNN model, which was fine-
tuned with synthetic text images and MSER outputs. At the fully connected layer, six
features: stroke width, Histogram of Oriented Gradients (HOG), entropy, intensity,
distance variation, and color divergence were computed and concatenated into
features vector for text and non-text SVM classifier. The set of detected text regions

was further merged to form text lines using non-parametric mean shift clustering. A
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bottom-up grouping was performed within each cluster so that characters belonging
to the same text line were grouped.

(Chen et al, 2016) proposed a method for text localization in digital-born
images. Since text strokes in born-digital images mostly have complete contour, they
generated the candidate text CCs and categorized them into two groups: smooth and
non-smooth regions. They proposed an assumption that the text contour pixels
should have higher contrast with the adjacent pixels than other stroke interior region
pixels. For each pixel in the smooth regions, the gradient magnitude was calculated
from RGB channel separately, and keep the largest value as the final magnitude.
Then, Otsu local binarization with window size 5x5 pixel was performed on the non-
smooth regions. In order to filter out the remaining non-text regions, the
surroundedness feature was calculated and thresholded at the defined value to
discard non-text regions. Finally, CCA was performed to generate the final text

regions.

From the presented connected component analysis-based scene text
localization method, the overall pipeline can be concluded into the diagram shown

in Figure 4.

Pre- Feature Post-
’ ) ‘ ‘ Classification . .
Processing Extraction Processing

Figure 4 Overall pipeline for connected component analysis-based scene text localization.

Pre-processing stage — In this stage, the input image is pre-processed to
discard foreseeable clutters or improve the text instances visibility by using well-
known filters such as gaussian or median filter. The potential contours are gathered

by using the proposed methods.

Feature Extraction stage — The handcrafted features, for example, geometric

features, colors, and stroke width, are gathered from each extracted contour.
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Classification stage — The contours are classified into text and non-text
contours by using the extracted features. The classifier can be based on either

predefined rules or machine learning techniques

Post-processing stage — The potential text contours are grouped into text

regions/instances based on defined human observable criteria.

From the above connected component analysis-based scene text localization

pipeline, the presented methods can be concluded into Table 1.
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Unfortunately, the presented methods use handcrafted features such as
contours, edges, strokes, and geometric features or the novel feature extractor, for
instance, MSER, HOG, and FAST, along with human assumptions about text instances.
These handcrafted features may not be robust enough in complex scenarios caused
by the unexpected scene conditions, for example, orientation, occlusion, reflection,
and noise. Moreover, the exsiting text grouping algorithms are still based on axis-
aligned bounding boxes assumption, which is not capable of covering the entire text
instances in some complex situations, e.g., curved and tilt texts.
2.1.1.2. Object or Pixel Classification Based Approaches

Object or pixel-based scene text localization approaches treat text regions as
objects in object detection problem. At present, the methods in this group can be
divided into two sub-categories: object-based in bounding box and pixel-based.
2.1.1.2.1. Object Detection Based Approaches

Object detection has been one of the most important applications in computer
vision field which can dates back over decade. This is the task of simultaneous
localization and classification of the objects presenting in an image. Many state-of-
the-art object detection algorithms are modified from the previous works on text
localization to be more suitable for text instance characteristics. The existing object
detection-based scene text localization algorithms can be divided into two
subcategories: sliding window and proposal/regression-based approaches.
2.1.1.2.1.1. Sliding Window Based Approaches

Sliding window-based scene text localization methods treat text regions as object
in object detection and localization. Typically, each patch/window will be fed to a
selected classifier, such as Neural Network (NN), SVM, or CNN to be classified as text
and non-text. The post-processing techniques are used to combine the results from
text classifier into text region bounding boxes. The existing sliding window-based
scene text localization methods are described below.

(Xiangrong & VYuille, 2004) created the text detector by using edge and
statistical-based features. In this work, sliding window was applied on the input
images at a range of 14 scales. The window size ranges from 20 by 10 to 212 by 106,

with a scaling factor of 1.2. For each window, the selected features were extracted
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and fed to AdaBoost text and non-text classifier. However, the text grouping method
was not mentioned in this paper.

(Gllavata et al.,, 2004) utilized a high-frequency wavelet transform to detect
text from scene images. The three channels of high-frequency wavelet: HH, HL, and
LH were extracted from input images. Standard derivation of histogram feature was
extracted from the sliding window size of 32x8 pixel and k-mean clustering was also
applied to compute the foreground (treat as text) and background pixel. For each
region, rule-based CCA was employed to generate the result.

(Hanif et al., 2008) also proposed an AdaBoost based text detector. Instead of
using statistical features like (Xiangrong & Yuille, 2004), mean and standard deviation
difference and HOG features from sliding window size of 32x32 pixel, were used as
text features. Each text region was merged based on edge density. Finally, the output
text lines were formed by CCA base on the predefined rules.

(Y.-F. Pan et al., 2008) also utilized AdaBoost as a text and non-text classifier.
In this work, multi-scale local binary pattern (msLBP) and HOG were used as features
for text regions classification. The multi-scale overlapped regions were merged and
MRF-based CCA was applied to create the text bounding boxes.

(Hanif & Prevost, 2009) work was an updated version of (Hanif et al., 2008).
The complexity AdaBoost (CAdaBoost) was used instead of a typical version. The
sliding window was applied on input images to extract a set of features like (Hanif et
al,, 2008), which was then fed into CAdaBoost. Each detected text window was
verified by using geometric features and MLP. Finally, all verified connected
components for a text word were clustered to construct a single text rectangle.

(Y. F. Pan et al,, 2011; Y.-F. Pan et al,, 2009) presented a WaldBoost and HOG
based text detector. The multi-scale text confidence maps were constructed from
the sliding window based WaldBoost text detector. Then, CCs were extracted from
each region and treated as graph vertices labeled as text and non-text. The minimum
spanning tree was used to infer the output text lines from each text CCs.

(Y.-F. Pan et al.,, 2010) proposed two stages coarse and fine text detector. In
the coarse stage text detector, simple edge and gradient features were used in

combination with WaldBoost text classifier. Then, the coarse text lines were built by
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using vertical and horizontal projection profile analysis. In the fine text detection
stage, each candidate text line was verified using HOG, LBP, and Discrete Cosine
Transform (DCT) features, which were formed into features vector for the polynomial
classifier. Finally, the remaining text lines were analyzed by rule-based CCA to
discard non-text components.

(Bouman et al, 2011) presented a block-based text localization in sign
images. The grayscale input image was divided into K x K non-overlapping windows.
For each block, the homogenous features, calculated from luminance value, were
used to determine block homogeneity. Then, a seed growing algorithm was applied
to homogeneity blocks to extract the sign regions. Finally, CCA was used to separate
between background and foreground.

(Coates et al., 2011) presented an unsupervised text detection and character
recognition in scene images. In this work, 8x8 pixel text and non-text patches were
collected from multiple sources and used as training data. For the training stage, the
statistical preprocessing was applied to transform these patches into a new dataset.
The unsupervised algorithm was employed to create a mapping from input patches
to text and non-text features vectors, yielding a set of patches dictionary for each
class, which were used for linear SVM training. At the test stage, a 32x32 pixel sliding
window was applied and divided into 8x8 sub patch features vectors and fed them
into a trained text/non-text classifier.

(Meng & Song, 2012) proposed a salient region-based text localization
method. This work proposed assumptions that the texts are distinguishable from
other regions in terms of saliency. A set of text saliency features: color distribution,
contrast, center-surround histogram, and stroke width similarity, were proposed.
These features were used in combination with Conditional Random Field (CRF) to
generate a saliency map. Then, Niblack’s binarization was applied to segment CCs
from each salient region. Six geometric features were extracted and fed into
text/non-text SVM classifier to filter out non-text CCs. However, this work did not
include the text grouping method.

(A Mishra et al,, 2012) presented the sliding window-based text localization

and recognition algorithm. The 64-way character SVM model was applied to
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recognize each window individually at multiple scales into 64 English character and
digit classes. The word graph was then built based on CRF energy minimization and
lexicon prior to producing the recognition results.

In 2012, the Convolutional Neural Network based scene text localization and
recognition was presented by (T. Wang et al,, 2012). Instead of using handcrafted
features created by humans, the well-trained CNN was used as a feature extractor.
The well-designed text detector based on CNN was connected to the classification
layer, which classifies the 32x32 pixel input patches into text or non-text class. Then,
text confidence maps at multiple scales were constructed from the sliding window
classifier. The resulted text bounding boxes were generated from merged text
confidence maps and Non-Maximum Suppression (NMS) algorithm.

(Jaderberg et al, 2014) proposed a CNN based text localization and
recognition. The CNN text classifier was employed on 16 different input image scales
to generate text saliency maps. These maps were used to generate text bounding at
different scales, which were merged by run-length smoothing algorithm and linkage
CCA. Finally, the text bounding boxes were divided into word level bounding boxes
by Otsu thresholding and predefined CCA rules.

A MSER and CNN based text localization was presented by (W. Huang et al,,
2014). This work utilized MSER as a first stage detector. These regions were resized
into 32x32 pixel patches and fed into text and non-text CNN-SVM classifier to
generate text confidence map. The components analysis was employed on both
CNN and overlapped MSER components to split each character individually and
merged them into text bounding boxes.

(Jaderberg et al,, 2016) proposed an algorithm for reading text in the wild
using Convolutional Neural Network. Since 2015, the object proposal algorithms have
gained much attention from many researchers in object recognition field. Instead of
searching the entire image using an exhaustive search strategy, the object proposal
would propose high-quality object locations based on defined criteria. This work
proposed a text proposal algorithm by using EdgeBoxes (Zitnick & Dollar, 2014) in
combination with the aggregate channel features. Each proposed region was filtered

out and refined by using CNN text detector.
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From the presented sliding window-based scene text localization method,

the overall pipeline can be drawn into the diagram shown in Figure 5.

Sliding Feature Post-
pu 2 Classification
Windows Extraction Processing
Instances

Figure 5 Overall pipeline for sliding window-based scene text localization.

Sliding window — The patches or windows are extracted from the input image.
The extracted patch can be single or multiple scaled based on the proposed

algorithm.

Feature Extraction stage — The proposed features, for example, geometric
features, colors, stroke width, and notable features extractors, HOG, LBP, are
extracted from each patch.

Classification stage — The patches are classified into two classes: text and
non-text contours by using the extracted handcrafted or learnable features. The
classifier can be either predefined rules or machine learning techniques, however,
most sliding window-based methods usually use famous machine learning algorithms
to distinguish between text and non-text regions.

Post-processing stage — The potential text patches are grouped into text

regions/instances based on defined human observable criteria.

From the above sliding window-based scene text localization pipeline, the

presented methods can be concluded in Table 2.
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Sliding window-based approaches are tremendous computational complexity
because they need to extract and classify every possible even those overlapped
regions, which may not be practical in real-world applications. Moreover, it has
already demonstrated in many recent text detectors that global and wide receptive
field context are beneficial features to increase the overall accuracy while the sliding
window-based methods only focus on local features.
2.1.1.2.1.2. Proposal and Regression Based Approaches

The methods in this group inspired from the famous proposal and regression
based object detection work, for example, Faster-RCNN (Ren et al., 2017), Single Shot
MultiBox Detector (SSD) (W. Liu, Anguelov, et al., 2016), YOLO (Redmon & Farhadli,
2018), and Mask-RCNN (K. He et al., 2017). Various text representations such as axis-
aligned bounding boxes, quadrangles, and pixel mask are used methods in this
group. The existing proposal and regression-based scene text localization methods
are described below.

(Tian et al,, 2016) presented a method called Connectionist Text Proposal
Network (CTPN). Reading text is a fine-grained recognition task that requires an
accurate detection that covers a full region of a text line or word. Therefore, a
vertical anchor mechanism jointly with LSTM text proposal connection was proposed
in this work. The method began by feeding the entire input image into VGG-16
network. Then, at each location on conv5 feature map, a 3x3 sliding window was
applied to extracted visual features, which were later concatenated and fed into the
connectionist layer based on Long-Short Term Memory (LSTM) and fully connected
layer. Finally, a set of possible text anchors was calculated from the regression
output from the fully connected layer. However, this work only focused on regular
shape text instances, represented by a typical axis-aligned bounding boxes, which
may not be sufficient to express complex text instances.

(X. Zhou et al., 2017) proposed a method call an Efficient and Accurate Scene
Text Detector (EAST). Instead of using the standard object detection anchor
paradigm, this work directly regressed the text instance locations from convolution
feature map. The input image was directly fed into VGG-16 network, which was

extended with specially design feature merging branch. At the last layer of feature
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merging branch, the convolution layer with N output channels was connected,
where N equals to the number of points used by text representation, for example,
N = 8 for quadrangle or N = 5 for rotated bounding box. As the object detection
algorithm produces the overlapped bounding boxes or regions, non-maxima
suppression (NMS) was used to suppress those detections. However, standard NMS
usually requires 0(n?), which is not practical in this dense proposal prediction
problem. Hence, locality-aware non-maxima suppression, which uses only 0(n)
complexity, was proposed under the assumption that the geometries from nearby
tend to be highly correlated and merged without comparing with the entire
detections.

(Liao et al, 2017) proposed a single-stage regression-based scene text
detector called TextBoxes. This work was mainly based on Single Shot MultiBox
Detector (SSD) with a modified anchor mechanism. As text instances in natural scene
images usually appear in horizontal and dense alignment which are different from
ordinary objects in terms of aspect ratio and density, making the existing anchor may
not capture long and complex text instances. In this work, long and dense text
anchors were proposed to capture those cases. To produce the final predictions,
standard NMS was used to discard overlapped and kept the best detections from the
overall outputs. Nevertheless, the proposed anchor mechanism still based on axis-
aligned bounding boxes, which may not be capable of covering the complex text
instances.

(P. He et al,, 2017) presented a single-stage regression-based scene text
detector. Instead of using traditional SSD implementation, this work incorporated the
text attention mechanism and a hierarchical inception module, which aggregates
multi-scaled inception features. The text attention module was built on the
Aggregated Inception Feature (AIF), which generated the text probability heatmaps at
each pixel location. These heatmaps were fed into the hierarchical inception
module, which were designed to capture text instances in difference scales. Finally,
all features from hierarchical inception modules were aggregated to produce possible
text anchors, which all overlapped regions were later discarded by standard NMS.

Nonetheless, the axis-aligned bounding box was still used as text representation.
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ArbiText: oriented text detection method was presented by (Xing et al., 2017).
This method was based on SSD implementation but with different anchor
representation. The pyramid pooling module was used in combination with the
standard VGG-16 backbone to generate feature maps. These feature maps were
directly connected to the text proposal layer, which was modified to use a novel
circle anchor. The proposed circle anchor expresses each text proposal using five
parameters: area, radius, and rotated angle of a circle anchor. Finally, the overlapped
text proposals were merged using locality- aware NMS proposed in (X. Zhou et al,,
2017)

(Jiang et al., 2018) proposed a proposed based scene text detector called
R?CNN. This work is mainly based on Faster-RCNN with rotational anchors. Rather
than using a standard axis-aligned bounding box (XYWH), this work used rotational
bounding box representation (XYHA) to express text instances. The proposal
convolution layer output was changed from 4 to 5 channels, representing the center
of rotational box (X,Y), box height, angle, and longer side size. The inclined NMS was
used to merged overlapped detection.

(Minghui Liao & Bai, 2018) proposed an upgraded version of TextBoxes called
TextBoxes++. This version was designed to support oriented text detection. Based on
their previous work, a quadrilateral representation (X,Y;, X,Y,, X5Y3, X4Ys) was used in
combination with long and dense text anchors. The same style VGG-16 with multi-
scaled feature was used to produce multi-scaled text proposals, improving overall
detection performance. To produce the final predictions, standard NMS was used to
discard overlapped and kept the best detections.

(Liao et al, 2018) proposed a single-stage regression-based scene text
detector called RRD. This work was mainly based on Single Shot MultiBox Detector
(SSD). The main contribution of this work is a different CNN convolution filter called
active rotating filters (ARF), which convolves a feature map with a canonical filter and
its rotated clones. A wide receptive field inception convolution block was connected
to ARF layer to handle the long text lines, yielding the regression and classification
branches. The same anchor styles and post-processing NMS proposed in (Minghui

Liao & Bai, 2018) were also used in this work to produce final predictions.
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(Ma et al,, 2018) proposed a proposal-based scene text detector. This work
was mainly based on Faster-RCNN with a new rotation region of interested pooling
(RROI). The work began with the typical Faster-RCNN pipeline, at the region proposal
stage, instead of using the standard XYWH bounding box, the proposal representation
was changed to rotational bounding box (XYWA). Then, a novel rotation region of
interested pooling (RROI), which is capable of extracting feature in non-axis-aligned
manners, was used to pool the rotation sensitive features. These rotation sensitive
features were used to classify the corresponded proposal into text and non-text
classes. At the final stage, the overlapped “text” proposals were discarded by skew-
based non-maxima suppression, which not only used intersection-over-union
criterion but also the proposal skew angle, were used in place of traditional NMS.

(Zhu et al., 2018) proposed a fusion feature extractor for scene text detection
problem. The main contribution of this work was the feature from multi-scaled were
combined using the same idea, which was presented in feature pyramid network
(FPN) (Lin, Dollar, et al.,, 2017). This work was mainly based on the Faster-RCNN
framework with a quadrilateral text representation.

In (S. Zhang et al., 2018) work, the feature enhancement network and region
proposal combined with hyper feature generation were presented. This method were
mainly based on the Faster-RCNN framework. Multi-scaled feature maps were pool
from ResNet-101 backbone and divided into two branches: region proposal and
classification. For the region proposal branch, typically, the data imbalance between
text and non-text anchors extensively affects the detection results. Hence, the
positive matching strategy, which is a method to pick only potential anchors, was
proposed. The ordinary axis-aligned bounding box was used to represent text
instances in this stage. For the classification branch, an adaptive weighted position-
sensitive region of interest pooling, which capable of extracted the oriented feature,
was used to extract the text or non-text feature at each anchor corresponding
location on classification feature map. Finally, standard NMS was employed,
obtaining the final detection results. This work was focused only on an ordinary text

which may not be able to capture text in some complex cases.
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SPCNET was proposed by (E. Xie et al., 2019). This work was mainly based on
Mask-RCNN object detection framework, which produces both bounding box and
pixel mask for each detected object. ResNet-50 combined with feature pyramid
network (FPN) was used as a main feature extractor backbone. At each stage of
lateral connection, the output feature map was connected to the text context
module consisting of two sub-branches called Pyramid Attention Module (PAM) and
Pyramid Fusion Module (PFM). The feature maps from both branches were fed into
Mask-RCNN branch, which produces text instance classification, text axis-aligned
bounding box, and pixel mask.

(J. Liu et al,, 2019) presented a Mask-RCNN based text detector. The main
contribution of this work was the plane clustering algorithm and soft pyramid text
mask. Rather than directly learn a text pixel masks in the mask detection branch of
Mask-RCNN, a soft pyramid labeling was used to represent text mask. The soft
pyramid text mask was calculated from a linear combination of two lines across the
center point of considered text mask. This soft mask was then clustered by the
proposed plane clustering algorithm to reconstruct the output text mask for each
text instance.

(C. Zhang et al., 2019) proposed a text detector call Look More Than Once
(LOMO). This work contained three major modules: direct regression, iterative
refinement, and shape expansion modules. The feature map from ResNet50-FPN
backbone was fed into the direct regression to predict the text instances coordinate
directly. However, the direct regressor output coordinate may not accurate enough
to capture text instance. Thus, the iterative refinement was used to refine that
coordinate to be more precise in the quadrangle format.

From the presented proposal and regression-based scene text localization

methods, the overall pipeline can be concluded into the diagram shown in Figure 6.
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Figure 6 Proposal and regression-based scene text localization diagram.

Feature Extraction stage — The entire input image is fed into selected CNN
feature extractor structure, for example, VGG16, ResNet50, or ResNet101. Various
layers, configurations, and connections can be added to improve the feature quality.

Proposal-based method stage — The feature maps from the feature extraction
stage are fed into the region proposal layer, which produces the potential “text”
regions in selected formats such as axis-aligned, rotated bounding boxes, and
quadrangles. The features are then extracted from those corresponding regions on
feature maps to produce accurate text or non-text prediction.

Regression-based method stage - Instead of using two stages like the
proposal-based method, regression-based method just directly learns the potential
text region coordinate and its class simultaneously without additional layers. This
makes the methods in this group usually faster but achieve lower accuracy
compared to two stage methods.

From the above proposal and regression scene text localization pipelinge, the

presented methods can be concluded into Table 3.

Unfortunately, the methods mentioned above were not designed or trained for
multi-language scene text, particularly Thai language, which contains many specific
characteristics that do not appear in other languages. Moreover, the methods that
are capable of detecting irregular shape text instances require a tremendous amount

of computational power, which may not be practical in real-world applications.
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Table 3 Proposal and regression-based scene text localization methods.

Feature Post-
Proposed By Based on Output
Extractor Processing
(Tian et al,, Axis-aligned
SSD VGG16 NMS
2016) bounding box
(X. Zhou et al,, Direct Locality-Aware
VGG16 Quadrangles
2017) Regression NMS
(Liao et al,, Axis-aligned
SSD VGG16 NMS
2017) bounding box
(Xing et al,, Locality-Aware
SSD VGG16 Quadrangles
2017) NMS
(Jiang et al,, Rotated
Faster-RCNN VGG16 Inclined NMS
2018) bounding box
(Minghui Liao
SSD VGG16 NMS Quadrangles
& Bai, 2018)
(Liao et al.,
SSD VGG16 Skew NMS Quadrangles
2018)
(Zhu et al,, ResNet101 with | Locality-Aware
Faster-RCNN Quadrangles
2018) Feature Fusion NMS
ResNet101 with
(S. Zhang et Feature Axis-Aligned
Faster-RCNN NMS
al., 2018) Enchantment bounding box
Module
Axis-Aligned
(E. Xie et al,,
Mask-RCNN ResNet-50 NMS bounding box
2019)
and Text mask
Axis-Aligned
(J. Liu et al.,,
) Mask-RCNN ResNet-50FPN NMS bounding box
2019

and Text mask
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Feature Post-
Proposed By Based on Output
Extractor Processing
(C. Zhang et Direct ResNet-50FPN | NMS + Shape Rotated
al., 2019) Regression Expansion bounding box
and Text mask

2.1.1.2.2. Pixel Based Approaches

The methods in this group were inspired by the long-standing topic in computer
vision field called semantic segmentation. Rather than directly detecting text in
bounding box levels, the methods in this group label text and non-text regions in a
pixel level joined with other pixel-level features to help separating nearby text
instances. The existing pixel-based scene text localization methods are described
below.

(Z. Zhang et al,, 2016) presented a multi-oriented text localization method
utilizing the Fully Convolutional Neural Network (FCN), which was widely used in
semantic segmentation work. This work tried to create a mapping between the input
image and text regions mask by FCN. The VGG-16 pre-trained weight was used as a
feature extractor. The outputs from each convolution layer were accumulated and
deconvoluted to generated text saliency maps at the input image original scale. To
further extract accurate text bounding boxes, the characters were extracted within
the detected text block by MSER. Finally, the skew correction and text line
estimation based on predefined criteria, were used to create the output minimal text
bounding boxes.

(Deng et al,, 2018) presented a scene text detection method based on FCN
called PixelLink. This work used a standard FCN pipeline in combination with feature
upsampling to generate text map representation. Rather than directly uses the text
pixel mask to represent text instances, this work was inspired by a connected
component analysis algorithm. The eight way connection maps for each pixel were

used with ordinary text masks to express each text instance boundary. Since the ratio
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between text and non-text pixels is highly imbalance, the weighted cross-entropy
loss was used to correct this problem.

TextSnake was presented by (S. Long et al,, 2018) in 2018. The flexible text
representation, which is capable of arbitrary express irregular text instances, was
proposed. This work used a standard FCN pipeline in combination with VGG16
network to generate text map representation. Each text instance was represented by
text pixel mask, text center line pixel, radius from center line to text border, and
angle from center line pixel to text border. These text instance features were learned
in the form of pixel-based maps.

(Y. Baek et al., 2019) proposed a work called Character-Region Awareness for
Text detection (CRAFT). The main contribution of this work is to generate a precise
pixel mask at the character level. Nevertheless, to create training data with character
level annotation is very time consuming and costly, the weakly-supervised learning
method was proposed. Starting from the synthetic scene text dataset, which all
characters were annotated at bounding boxes level, at the first stage, word-level
pixel mask (region score) was learned until the model converges. The character pixel
level mask was then further learned by this model using the ground truth generated
from watershed algorithm. At the inference stage, a simple connected component
analysis was directly used on the character pixel map to create final detection.

From the presented pixel-based scene text localization methods, the overall

pipeline can be drawn into the diagram shown in Figure 7.

Feature Text
Post-
instance

Processing

(Pixel) inference

Figure 7 Pixel based scene text localization method pipeline.

Feature extraction stage - extracts text instance representation feature from

the input image at a pixel level.
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Text instance inference stage — combines the pixel level text instance feature

to form the potential text instances.

Post-processing — discards the false-positive text instance based on defined

criteria or learnable rules.

From the above pixel-based scene text localization pipeline, the presented

methods can be concluded into Table 4.

Table 4 Presented pixel-based scene text localization methods.

Proposed By Feature Extractor Text Representation Post-Processing
(Z. Zhang et
VGG-16 Text Pixel and MSER Predefined rules
al., 2016)
PixelLink (Deng Text pixel and direction
VGG-16 Pixel aggregation
et al,, 2018) maps

Text pixel, text center

line, radius from center
TextSnake (S.

line to text border, and Scanline pixel
Long et al,, VGG-16
angle from center line algorithm
2018)
pixel to text border
masks
Connected
CRAFT (Y. Baek Precise text mask at
VGGE-16 component
et al,, 2019) character level
analysis

The methods in this group have proved their performance on standard scene text
localization benchmark datasets. The main contribution of the methods in this group
is the capability of detecting text in arbitrary shapes, not only limit to the axis-aligned
bounding box representation. This characteristic is very useful in real-world scene
text localization applications and further increase the scene text recognition

algorithm due to precise text instance capturing.
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2.1.2. English Scene Text Recognition

Scene text recognition aims at taking cropped word images and transcribing them
into text. Text recognition in natural scene images differs from the one in scanned
document images and handwritten recognition since generic scene images consist of
highly variable foreground and background textures that do not appear in digital-born
documents.
2.1.2.1. Character Based Scene Text Recognition Approaches

The methods in this group transform the text instance image into text
transcription at a character level. Character based methods can be divided into two
sub-groups: segmentation and segmentation-less methods.
2.1.2.1.1. Segmentation Based Approaches

Segmentation based approaches perform segmentation algorithm to extract
character individually from cropped word or sentence images. Each character is
classified individually by feeding the cropped character into the proposed
classification methods.

(Campos et al.,, 2009) presented a cropped English character dataset called
Char6dk dataset. In this work, a series of experiments on different feature extractors
on character recognition problem was conducted. These features were extracted and
classified by a nearest-neighbor classifier, support vector machine (SVM), and
multiple kernel learning (MKL).

(Kai et al,, 2011) proposed an end-to-end system for scene text recognition.
The method began with character class detection by applying multi-scale sliding
window search in combination with HOG features extractor and 64-way random
forest classifier to acquire each location character class probabilities. To combine
detected character into words, they employed pictorial structure scoring to find the
optimal configuration based on the provided lexicon.

Nevertheless, segmenting individual characters from cropped scene text
images is very difficult due to complex background and various lighting conditions.
Moreover, many modern scene text recognition methods have shown that the global
feature and context from the entire cropped text image are essential features that

can dramatically improve recognition performance.
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2.1.2.1.2. Segmentation-less Based Approaches

Rather than segmenting the cropped word images into characters, the methods in
this group classify the entire cropped images into text transcriptions. The existing
segmentation-less scene text recognition methods are described below.

(T. Wang et al, 2012) utilized CNN as the end-to-end system for text
recognition. For the cropped word recognition part, 62-way CNN and SVM are
employed on word image in sliding window fashion to acquire the 62 classes
probability matrix for each window. The standard Non-Maximum Suppression (NMS)
was applied to locate the locations where a character is most likely to be presented.

(Alsharif & Pineau, 2013) proposed a CNN-HMM network for cropped word
recognition. The proposed CNN model for character text recognition task consists of
three convolution layers followed by maxout and softmax layers. For additional
information, maxout layer is a layer that applied max function to several inputs and
set others to zero. They then applied this CNN in sliding window fashion on input
cropped word image to acquire a character sequence. In this work, a recognized
character sequence was treated as a sequencing problem. The final transcribe result
was built by feeding a character sequence into HMM cooperating with dictionary-
based word correction.

(Bissacco et al, 2013) from Google proposed PhotoOCR, a method for
uncontrolled text recognition. In this work, the main character recognizer was built
based on five layers of deep neural network. MRF-based text detection and
segmentation was applied to acquire segmented characters. These characters were
normalized, extracted HOG feature, and fed into five layers deep neural network. The
proposed network output consists of 100 classes, including a noise class. In the end,
the recognized character output was corrected based on a standard n-grams
algorithm.

(Jaderberg et al., 2014) also proposed a sliding window based CNN for end-to-
end word recognition. The proposed model shared the same weight for the first and
second convolution layers. The output features maps from second convolution layer
were connected to other networks: text/non-text classifier, case non-sensitive

character classifier. Instead of applying a single character output for each sliding
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window, they employed 604-way softmax output to produce a bigram class
probability matrix, yielding an optimal breakpoint between each character. The
recognized output was then corrected based on the provided lexicon.

(Jaderberg et al,, 2016) utilized their old work (Jaderberg et al., 2014) and
proposed a joint model between individual and bigram character classification. The
output sequence from both individual character and bigram classifier was fed into a
beam search and the path-selected layer. While a beam search layer produced the
best recognition result for each sliding window location, the path-selected layer also
calculated the best combination bigram class traversal path based on the current
window location. The results from each location on both layers was used to produce
recognition output

(Pan He et al,, 2016) applied maxout CNN and Recurrent Neural Network
(RNN) to scene text recognition problem. Like other CNN scene text recognition
approaches, they employed 32x32 sliding window on input cropped word and fed
into maxout CNN proposed by (Alsharif & Pineau, 2013), to produce a classification
result for each pixel column, yielding a recognized character sequence. Since RNN
has shown a strong capability for learning meaningful information from an ordered
sequence, in this work, to generate cropped word text transcription, the recognized
sequence was treated as a sequence labeling problem and used in RNN to find
optimal word labeling output.

(X. Liu et al,, 2016) proposed a CNN based scene text recognition approach.
They utilized a 62-way case-sensitive CNN model as sliding window-based character
recognizer on the cropped word image in this work. Then, the recognition result for
each window was evaluated, obtaining the output character class matrix. Since the
result class matrix from CNN often includes classification error, Weight Finite State
Transducer (WFST) was applied by treating the recognition output as a character to
word state transition problem based on the defined lexicon.

(Ray et al., 2016) proposed a scene text recognition method which focused
on curved word images. Since scene text may appear irregular shape, for example,
perspective text, which is caused by side-view camera angles while some have

curved shapes, meaning that its characters are placed along curves. In this work,
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Spatial Transform Network (STN) and Sequential Recognition Network (SRN) were
used for curved text recognition. In the STN, a cropped word image was transformed
into a rectified image (regular aligned word), which was more appropriate input for
text recognition. Each window from the rectified image was then fed into SRN
network, which is a combination between typical CNN and RNN to produce sequence
character classification into lexicon word.

(W. Liu, Chen, et al, 2016) presented a scene text recognition seg2seq
pipeline called Spatial Attention Residue Network (STAR). At the first stage, STN was
used to normalize the cropped word into a more suitable shape for recognition. The
normalized image was fed into ResNet backbone to extract visual feature and
Bidirectional Long-Short Term Memory (BiLSTM) to extract the discriminative
sequence feature. This sequencing feature was then decoded into text transcription
using Connectionist Temporal Classification (CTC) and standard best path decoder.

(Shi et al., 2016) presented a Robust Scene Text Recognition with Automatic
Rectification (RARE), which is capable of automatically transform irregular shape text
into a suitable. This work pipeline was mostly like STAR (W. Liu, Chen, et al., 2016)
but with some modification in STN and transcription stages. In the STN stage, not
only standard STN transformation (rigid transformation) but also non-rigid
transformation was used and called Thin Plate Spline Transform (TPS). For the
transcription stage, Gated Recurrent Unit (GRU) was used to generate the output
transcription text sequence.

(Shi, Bai, & Yao, 2017) proposed a famous pipeline for scene text recognition
called Convolutional Recurrent Neural Network (CRNN). This pipeline consists of
three stages: feature extraction, sequence feature extraction (BiLSTM), and
transcription. The cropped word image was applied into a handcrafted structure CNN
based feature extractor then passed into the sequence feature extraction layer. The
sequence feature was decoded into transcription by using CTC loss and greedy
decoder.

In 2018, Facebook (Borisyuk et al., 2018) proposed a large-scaled scene text
recognition pipeline called Rosetta. This pipeline was designed to process very large-

scaled images under specific time and memory constraints, so the proposed method
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must be efficiently designed to meet the system criterion. To minimize the
recognition runtime, STAR structure was used but without time-consuming layers,
which were normalization layer (STN) and sequence feature extraction (BiILSTM). The
best path decoded was used to transcript sequence into text transcription.

A Multi-Object Rectified Attention Network for Scene Text Recognition
(MORAN) was proposed by (Luo et al., 2019). This scene text recognition pipeline
consists of four stages: rectification, feature extraction, sequence modeling, and
decoder. Like the previous work, MORN still used STN to normalize the input image
to rectify the irregular shape text into a horizontal line. Then, the handcrafted,
designed CNN feature extractor was used to extract visual feature from rectified text
image. The visual feature was then transformed into a sequence feature by using
standard BILSTM. At the last decoding layer, attention-based sequence recognition
was used to decode sequence feature into text transcription.

From the described segmentation-less scene text recognition methods, the

overall pipeline can be concluded into the diagram shown in Figure 8.

Transforma Feature Sequence Post-
» » » Y e Y
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Figure 8 Segmentation-less scene text recognition method pipeline.

Transformation stage - transforms the cropped word images into more
suitable shapes for recognition.

Feature extraction stage - extracts visual features from transformed images.

Sequence modeling stage - provides the contextual information from
characters sequence, rather than doing it independently.

Decoder stage - determines the output sequence from extracted image
features.

Post-processing — corrects the recognized output based on some specific

context.
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From the above segmentation-less scene text recognition methods, the

presented works can be concluded into Table 5.

Table 5 Segmentation-less scene text recognition methods

Feature Sequence Post-
Proposed By | Transformation Decoder
Extractor | Modeling Processing
SVM +
(T. Wang et al,, Handcrafted
- - Sliding NMS
2012) CNN
Windows
Dictionary
(Alsharif & Handcrafted
- HMM Maxout based
Pineau, 2013) CNN
correction
(Bissacco et al,, Handcrafted
- - MRF -
2013) CNN
Softmax | Dictionary
(Jaderberg et Handcrafted
- - + Sliding based
al,, 2014) CNN
Windows | correction
Softmax | Dictionary
(Jaderberg et Handcrafted
- - + Beam based
al,, 2016) CNN
Search correction
Handcrafted Best
(Pan He et al.,
- CNN + RNN Path -
2016)
Maxout Decoder
Best
(Ray et al.,
STN CNN RNN Path -
2016)
Decoder
STAR (W. Liu, CTC +
Handcrafted
Chen, et al,, STN RNN Best -
CNN
2016) Path
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Feature Sequence Post-
Proposed By | Transformation Decoder
Extractor | Modeling Processing
Decoder
GRU +
RARE (Shi et Handcrafted Best
TPS RNN -
al., 2016) CNN Path
Decoder
CRNN (Shi, Bai, Handcrafted
- BILSTM CTC -
& Yao, 2017) CNN
Rosetta
Handcrafted
(Borisyuk et al., - - CTC -
CNN
2018)
MORAN (Luo et Handcrafted Attention
STN BiLSTM -
al., 2019) CNN (GRU)

The methods in this group have proved their effectiveness on famous scene
text recognition benchmark datasets. However, the previously proposed pipelines are
designed for English scene text recognition which is different from Thai scene text
recognition in many aspects, for example, multi-level writing style and many difficult
distrainable characters, make the existing method may not work well on Thai text.
Thus, the modification and further studies for the method in this group are required
to make an algorithm suitable for Thai scene text recognition.
2.1.2.2. Word Based Approach

(Jaderberg et al., 2016) proposed a CNN word-based recognition method.
Instead of applying a sliding window on input cropped word to classify each window
individually, the proposed CNN model took whole cropped word images as input.
Each word was individually mapped to one class. The input image was normalized to
CNN input size (32x100 pixel) without aspect ratio preserving. The proposed CNN
consists of five convolution layers and three fully connected layers connecting to

fixed 90k words SoftMax layer. Nevertheless, this method could only recognize the
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word in the predefined lexicon, making this method not suitable for Thai scene text

recognition.

2.2. Hybrid Scene Text Localization and Recognition

In work (Ray et al., 2016), a scene text localization algorithm based on recognition
result was proposed. Instead of using typical localization-recognition linear pipeline,
the character recognition on coarse text localization results to refine the fine-scale
output text bounding boxes was used. The proposed method began with grayscale
MSER components extraction on the input image. Since MSER usually generates a
huge number of false-positive, a set of extracted features from CNN concatenating
with six handcrafted features were used to improve the result. These features were
fed into SVM to classify between text and non-text. Each text patch was classified by
both SVM and AdaBoost 64-way character recognizer based on Aggregate Channel
Feature (ACF). The set of detected text regions was further merged to form text lines
using non-parametric mean shift clustering. A bottom-up erouping was performed
within each cluster so that characters belonging to the same text line were grouped
together. Finally, the expanded text bounding boxes were pushed into this loop

again until the output text regions were stable.
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2.3. Thai Optical Character Recognition

After the text locations are retrieved, the selected recognition model recognizes
these detected text regions. To the best of our knowledge, there is no existing Thai
scene text recognition. In this section, the existing Thai optical character recognition
will be presented, including their applications in different scenarios. After
investigating the existing works, Thai Optical Character Recognition can be categorized
into two groups; handcrafted and learned feature based methods.
2.3.1. Handcrafted Feature Based Approaches

The existing handcrafted feature based Thai Optical Character Recognitions which
are usually multi-stages algorithms can be divided into three main stages: image
preprocessing, character segmentation, and character recognition. The algorithms in
this group typically use human observable characters characteristics such as pixels,
shapes, or gradient direction and similarity as features. There are many interesting
methods in this group which are described below.

(Vel et al,, 1995) presented a pixel-based Thai character recognition method.
Given a 32x32 pixel binary character patch, they employed simulated light sensitive
(SLS) as a features extractor, yielding 32x1 feature vector. This feature vector was fed
into three layers MLP to produce the classification result.

(Tanprasert & Koanantakool, 1996) proposed a method for OCR in Thai
scanned documents. The input scanned image was aligned and preprocessed to filter
out unwanted noise pixels. Later, the line and character segmentation were applied
to separate each pixel blob into individual character. Finally, each segmented
character was transformed into 8x8 handcrafted feature vector to classify by using 78
way MLP.

(Kijsirikul et al., 1998) proposed a novel feature extractor for Thai characters.
In this work, the proposed feature vector consisted of primitive vectors, representing
the direction of the line or the type of circle, and feature from multiple regions in
character images. These features were used in Progal, which is an Induction Logic
Programming (ILP) algorithm, to generate 77 rules for each character. Since none of
the defined rules might match the input character, especially with noisy or unseen

input, MLP was employed to approximate the nearest match.
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(Mitatha et al., 2001) proposed Thai character recognition based on rough sets
theory by using pixel as a feature. Each individual segmented 16x32 pixel character
image was divided into 4x4 pixel patches. Then, the number of black pixels in each
patch is generated 32x1 feature vector. Finally, the generated feature vector was
classified by a rule-based voting algorithm.

(Watjanapong & Chom, 2001) also utilized rough set theory like proposed by
(Mitatha et al,, 2001). In this work, the two stages Thai character recognition
algorithm, which were coarse and fine classifications, was proposed. Instead of using
simple pixel binary features extractor, the x and y axes projection for 1st level were
used in combination with a region of interest projection on the defined area for each
sub-class. These features were used to classify into 76 classes of Thai characters.

(Thongkamwitoon et al., 2002) presented novel distinctive features for Thai
and English handwritten character recognition. The proposed features were divided
into two groups: primary and secondary features, which can be defined as common
features and rare features for some characters, respectively. The primary features
consisted of several loops, islands, loop height, and loop connections. These primary
features were used to categorize characters into defined groups. The secondary
features based on the active region, seometric loop ratio, and character ripple were
used to classify each categorized character. Since this work includes both Thai and
English characters, six extended distinctive features: level of character, loop to
character area, width ratio, and loop generated point, were used for language
classification. These features were fed into the handcrafted decision tree to produce
a result for each character.

In 2003, a Thai handwritten recognition system based on Hidden Markov
Model (HMM) and fuzzy logic was proposed by (Budsayaplakorn et al., 2003). In this
work, the stroke features sub-stroke coordinate, stroke angles, and length were used
as features for each character. These features were fed into HMM, which was used as
a first stage classifier. Then, the three distinctive features consisting of character
head, starting-ending points, and curl of character in combination with the posterior
probabilities from HMM were used in the fuzzy logic classification to improve the

final recognition result.
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(Roongroj & Povey, 2003) also presented the HMM based for Thai handwritten
recognition. The composite image was constructed from input character by
concatenating the input image with a 90-degree rotation and polar coordinate
transformation of itself. Then, the block-based Principle Component Analysis (PCA)
was used to generate to reduce the output feature vector dimension. This output
vector was fed into HMM character classifier to produce the classification results.

(Thammano & Duangphasuk, 2005) proposed a novel ARTMAP, a kind of
supervised neural network, designed for Thai character recognition. First, the input
character image was divided into five depth levels in both horizontal and vertical.
Each depth level was fed into the proposed DEPTH feature extractor to determine
the representative level feature vector. These multi-level DEPTH features were
concatenated and used to classify each character into individual classes using the
proposed ARTMAP structure.

(I Methasate & Sae-tang, 2004) proposed a clustering technique for Thai
handwritten recognition. In this work, each character was represented by a set of
global features. The vertical stroke feature was represented by applying the Triangle
method on vertical pixel projection. From hills position information, the image was
divided into 7x10 blocks based on predefined criteria and the average value from
each block was used to form the input vector to be fed into neural network. In the
training phase, since some characters have similar structures, these characters were
grouped into the same class, yielding 23 groups.

(Thammano & Duangphasuk, 2005) proposed an updated version of ARTMAP,
the previous work on handwritten recognition. The feature used in this work acquires
from the direction codes, which represented the stoke direction from 9x9 blocks
input image. Instead of using a typical neural network, they proposed hierarchical
cross-correlation ARTMAP, which consisted of multiple neural networks voting for the
best features. The winning features vector was fed into the clustering and output
layer, producing the character classification result.

(I Methasate et al.,, 2005) proposed the multiple features for Thai character
recognition. The proposed features can be divided into two groups: the global and

local features. The segmented input character was divided into 7x10 nonlinear blocks
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and the global pixel distribution feature was extracted from each block. The local
feature was represented the Thai character symbolic structure, consisting of loops,
endpoint, junction point, and curl. In the classification stage, the two stages classifier
was proposed. It began with the coarse classification to distinguish the input image
into 20 groups by using the global feature. Second, the fine classification consists of
20 MLPs, equal to the coarse classification output, to product the recognition result.

(Sa-ngamuang et al.,, 2007, p.) proposed a Thai license plate recognition (LPR)
system. The cropped input license plate image was segmented into individual
character by using thresholding and pixel projection in both vertical and horizontal
directions. For each character, the essential handcrafted feature was extracted and
performed the inclusion tests on predefined character templates to produce
classification results.

(Tangwongsan & Jungthanawong, 2008) presented a refinement stoke features
for printed Thai character recognition. In this work, a set of stoke features, which
consists of a number of loops, character components, connected stoke, and location
in both horizontal and vertical for each component, was proposed. The characters
were clustered into 12 groups of consonants, digits, special symbols, and 8 groups of
vowels and tone marks based on the predefined physical properties rules in the
classification stage. As characters in the same group may have similar physical
features, however, the stoke attributes are different, causing each character to be
classified into distinguished classes.

(Chaivatna & Supachai, 2010) presented a method for recognizing Thai
historical documents. Since the traditional ThaiOCRs usually perform well on clean,
sharp, and handprinted Thai documents. However, these characteristics did not
appear on historical documents, which suffer from a lot of degradation problems
such as, fading intensity of ink coupled with the yellowish nature of the historical
codex background. The model A, which was specific towards particular Thai font
characteristics and language, was proposed. First, to generate a sequence of broken
character regions, the proposed set-partitions method was applied. For each
segmented region, the proposed algorithm generates top-N possible potential

partition sets based on the defined sizing and well-formedness score. These
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potential sets were recognized by a heuristic search to find the most readable
character sequences from the predefined lexicon.

The bilingual OCR for Thai and English were proposed by (Tangwongsan &
Suvacharakulton, 2012). This work can be separated into three main stages: language
identification, character recognition, and error correction. Language can be identified
for the first stage through the unique geometric and characteristic properties
between Thai - English and a set of predefined decision rules. Second, four groups of
character feature consisting of geometric, termination, and intersection point, vertical
and horizontal lines, and character loops were extracted from the thinned character
image. These features were used in two levels handcrafted decision trees to identify
the input character into 18 groups at the coarse stage and then classify into
individual character class at the fine classification stage. Finally, the recognized
characters were grouped into word level and corrected by the predefined dictionary.

(Mitrpanont & Imprasert, 2011) presented a novel zig-zag feature for Thai
handwritten recognition. First, the zig-zag feature was extracted from a 64x64 pixel
segmented character image in a vertical direction, acquiring 64x1 vector fed into zig-
zag and non-zigzag MLP classifier. The zig-zag classification output was used in MLP in
combination with geometric and additional features for special characters.

(Wiwatcharakoses & Patanukhom, 2013) proposed two-stage classifiers for Thai
and English characters recognition. The four groups of scale-invariant feature, ratio,
edge projection, boundary, and Pyramid Histogram of Oriented Gradients (PHOG)
features were proposed as each character feature. These features were fed into the
coarse classifier, which was fuzzy ¢ mean clustering (FCM) to find the K nearest
classes of given input features vector. In the refinement stage, the fine classifier was
selected depends on the result from the coarse classifier. SVM was chosen in case
that the result satisfies the performance on validation data to reduce computational
complexity while the simple kNN was used in other cases.

(Siriteerakul, 2013) utilized HOG as the main features extractor for Thai
character recognition task. In this work, HOG feature was extracted from a 24x24

segmented character image to form a character feature vector for SVM classifier. This
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research also showed the recognition accuracy comparison between using simple
intensity value and HOG as a feature extractor.

(lamsa-at & Horata, 2013) presented a Deep Learning Feedforward
Backpropagation Neural Network (DFBNN) for Thai handwritten recognition. The HOG
feature vector was formed by extracting from the normalized 32x32 input image. The
output feature vector was fed into 70-way DFBNN classifier. This paper also
performed tests on multiple configurations of DFBNN hidden nodes number and
compares the output accuracy with Extreme Learning Machine (ELM) classifier.

Nation Electronics and Computer Technology Center (NECTEC) held a national
competition on Thai printed character recognition and released the competition
report in (Ithipan Methasate & Marukatat, 2013). There were four algorithms proposed
in this competition as follows:

- HOG and SVM based Thai character recognition.

- Three stages Thai character recognition method. In the first stage, k-mean
cluster was used to separate the input global feature vector into defined
character groups. Second, the SVM classifier in each group was used to
produce the output into individual class. Furthermore, the convexity
features were used in combination with the result from the second stage
in a case that the SVM cannot accurately classify the output class.

- Template Matching based method. The geometric features were extracted
and Singular Vector Decomposition (SVD) was used to build a covariance
matrix as a template for each class. In the recognition phase, the input
image was measured with the stored template using cosine similarity.

- Wavelet feature and two stages classifier method.

In (Fukue et al., 2017) work, multi-level feature points definition (MFFD) was
used as the character feature extractor. Each handwritten blob character was
segmented into individual character and fed into Individual change control
processing (ICCP) to normalize the input. Then, the normalized character was fed into
MFFD to produce a multi-level feature vector. To classify each feature vector,

template matching was used in combination with simple Euclidean distance.
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The novel circular scanned histogram was proposed by (Kaothanthong et al,,
2017) as Thai character feature extractor. The proposed circular scanned histogram
was a scale-invariant distance-based feature calculated by measuring the scan line
distance between thinned character image and origin coordinate. The extracted

feature was then classified using L1 distance matching with the predefined template.

From the presented handcrafted feature based Thai optical character
recognition works, the overall pipeline can be concluded into four stages diagram as

shown in Figure 9.

Pre- Feature Character Post-
— ‘ Processing . Extraction ‘ Classification Processing m

Figure 9 Standard pipeline for handcrafted feature based ThaiOCR.

Pre-processing stage — In this stage, the input image is segmented into an
individual character based on the proposed algorithm in each method, for example,
horizontal and vertical line scan, connected component analysis, or simple hand-
segmentation.

Feature Extraction stage — The segmented character from the previous stage
is applied into the proposed feature extraction methods such as pixel-based feature,
shapes and statistic features, or well-known HOG feature.

Character Classification stage — The extracted feature is then fed into
proposed classifiers such as predefined rules, neural network, decision tree, k-mean
clustering, or template matching.

Post-processing stage — The recognized character may concatenate or merge
into word level and perform error correction by using the predefined dictionary or
lexicon.

From the above handcrafted feature based ThaiOCRs pipeline, the presented

methods can be concluded into Table 6.
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From the previous works on handcrafted feature extraction Thai character
recognition methods mentioned above, none of them focuses on Thai scene text
recognition. Furthermore, the used feature extractors are built based on human
perception on the printed character in the scanned documents, which may not work
well under complex scene text conditions such as occlusion, blur, alignment, and

poor lighting conditions.

2.3.2. Learned Feature Based Approaches

In contrast to the handcrafted feature-based approaches, the methods in this
group utilize the learnable CNN feature extractor. There are many interesting
methods in this group which are described below.

In 2016, a non-segmentation LSTM based Thai character recognition method was
presented by (Emsawas & Kijsirikul, 2016). Since segmentation is a crucial component
in character recognition, the unsegmented method for Thai character recognition in
scanned documents was proposed in this work. As Thai character alignment can be
separated into four levels, a large number of vertically occurring character
combinations can occur. The novel vertical component shifting using defined CCA
rules, which aim to separate the vertically occurring characters (tone marks) into
individual components, was proposed to overcome this problem. The output image
from vertical component shifting was fed into bidirectional-LSTM to produce the
recognition result for each input image sentence. However, in this work, they did not
mention about the used features.

(Chomphuwiset, 2017) proposed the CNN based Thai character recognition
method. It began with character segmentation from a document by using Otsu’s
thresholding. Each segmented character was fed into five layers CNN which used
standard logistic softmax function to derive a loss-function. In this work, the
proposed CNN network achieved the best performance among the other handcrafted
features, which were chained code, Hu moments, and HOG.

(Chamchong et al, 2019) proposed CNN-RNN based Thai handwritten
recognition from Thai archive manuscript. In this work, the text recognition problem

was treated as a sequence-to-sequence problem. First of all, the input document
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was segmented into line-level by using human annotation. Then, each line was fed
into nine layers CNN-RNN structure and the output character sequence was learned
by using standard CTC loss.

Similar to the handcrafted feature based Thai character recognition, none of
the presented methods focus on Thai scene text recognition. Even if the features are
learned from training data, the used training data are created based on the printed

character in the scanned documents assumption.

2.4. Thai Scene Text Localization

As Thai characters contain some specific features that do not appear in English,
an existing English-based scene text localization may not work well. Similar to the
English scene text localization, the Thai text localization algorithms can be divided
into two groups: the connected component analysis and the object detection-based
approaches.
2.4.1. Connected Component Analysis Based Approaches

According to the details in each previous works on CCA base scene text
localization, most of the existing works are English text localization. Since Thai
contains specific characteristics that do not appear in English such as, multi-level
vowels and tone marks, punctuation between sentences, these characteristics make
the existing English based scene text localization may not work well. The existing
Thai scene text localization methods are listed below.

(Jirattitichareon & Chalidabhongse, 2006) proposed an automatic text
detection and segmentation from low quality sign images. In this work, they stated
four text assumptions as follows.

- Text is designed with high contrast to its background in both of color and

intensity.

- Each character is composed of one or several connected regions.

- The characters in the same context have almost the same in both of size

and intensity but may be different in color.

- The characters in the same context have almost the same background

patterns.
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Image pre-processing and Laplacian of Gaussian (LoG) were performed on the
input image to generate the edge map. Then, candidate text regions were created
using rule-based CCA. The non-text regions were filtered out by region ratio and Thai
text alignment criteria. Finally, Gaussian Mixture Model (GMM) was used to extract
foreground and background pixels to create the output text areas. Since this work
focused on text localization and segmentation from sign images, the proposed
method might not work well with text in natural scene images, which have much
larger variations.

(Woraratpanya et al, 2013) proposed a method for Thai scene text
localization. The scene text characteristic assumptions in this work were close to
(Jirattitichareon & Chalidabhongse, 2006). This work used Canny edge detector to
generate an edge map from the input image. Then, Fast Boundary Clustering (FBC)
was performed by extracting the color features from each object edges pixel and fed
to k-mean clustering algorithm. Finally, CCA based on defined Thai text
characteristics was performed to generate the text output.

(Woraratpanya et al., 2014) proposed a text-background decomposition for
Thai text. In this work, the upgraded version of FBC from (Woraratpanya et al., 2013)
was proposed. Instead of using a fixed K value, which is equal to five in their old
work, they quantized the color of edge pixel into eight predefined colors and
transformed the output into a histogram. As a result, the K value for k-mean
clustering would depend on the number of histogram bins, which were greater than
the mean pixel value. Then, the n-Point boundary clustering was performed to
extract each character individually by using the color feature. This work did not
include the method for text bounding box groping.

(Wiwatcharakoses & Patanukhom, 2015) proposed a MSER based text
localization algorithm. The MSER components were extracted from the input image
and a set of geometric and color features were gathered from each component. The
MSER components and their connectivity were modeled as an undirected graph. The
edge weights were calculated based on spatial distance, color difference, size
difference, and stroke width difference between each node. Finally, the components

in each node were grouped by using defined constraints.
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From the presented connected component analysis based Thai scene text
recognition method, the overall pipeline can be concluded into the diagram shown
in Figure 10.

Contour

Contours Contour Post-
Feature

e » »
Processing Extraction Classification Processing
Extraction Instances

Figure 10 Overall pipeline for connected component analysis based Thai scene text localization.

Pre-processing stage — In this stage, the input image is being pre-processed to
discard foreseeable clutters or improve the text instances visibility by using well-
known filters such as gaussian or median filter.

Contour Extraction stage - The potential contours are extracted from the
preprocessed image by using well-known techniques, for example, sobel, canny edge
detection, and MSER.

Contour Feature Extraction stage — The handcrafted features, for example,
geometric features, colors, and stroke width, are gathered from each extracted
contour.

Contour Classification stage — The contours are classified into two classes:
text and non-text contours by using the extracted features. The classifier can be
either predefined rules or machine learning techniques

Post-processing stage — The potential text contours are grouped into text
regions/instances based on defined human observable criteria.

From the above connected component analysis based Thai scene text

localization pipeline, the presented methods can be concluded in Table 7.
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Table 7 Connected component analysis based Thai scene text localization.

Contour
Pre- Contour Contour Post-
Proposed By Feature
Processing | Extraction Classifier | Processing
Extraction

(Jirattitichareon &
Ruled- Text
Chalidabhongse, Laplacian | LoG & CCA | Geometrics
Based Grouping

2006)
(Woraratpanya et Color Ruled- Text
CCA Colors
al., 2013) Quantization Based Grouping
(Woraratpanya et Color Ruled- Text
CCA Colors
al., 2014) Quantization Based Grouping
(Wiwatcharakoses Ruled &
Colors and Text
& Patanukhom, - MSERs Graph
geometrics Grouping
2015) Based

Unfortunately, the presented methods use text analyzing techniques based
on some specific characteristics of sign and text on non-complex background images
that may not work well on complex scene images, which contain lots of higher
variations of text images. Furthermore, the proposed textness features, for example,
contours, edges, and geometric features, may not be capable of representing

complex scene text instances.

2.4.2. Object Detection Based Approaches

Sliding window-based scene text localization methods handle text regions as
objects in object detection and localization works. Typically, each patch/window is
fed to a chosen classifier, such as Neural Network (NN), SVM, or CNN to classify
between text and non-text. The post-processing techniques are used to combine the
results from text classifier into text region bounding boxes. The existing sliding

window based Thai scene text localization methods are described below.
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Our previous work in 2014, (Kobchaisawat & Chalidabhongse, 2014), a CNN based
Thai scene text localization algorithm was presented. We employed a CNN text
detector and with NMS to generate the candidate text bounding boxes in this work.
Since we need to create accurate bounding boxes for Thai text, we proposed a novel
Thai text characteristic analysis to refine the text bounding box by using CCA based
on the Thai language writing styles. As a result, our method can localize Thai text

more accurately compared to other English based methods.

In 2015, a multi-oriented text localization version of our previous work was
proposed in (Kobchaisawat & Chalidabhongse, 2015). A sliding window-based CNN
text detector at multiple scales input image to generate text confidence map at the
original scale is also applied in this version. The proposed text line estimation based
on CCA and linear regression were used to form the output accurate text lines.
Finally, Thai text characteristic analysis was applied to construct the appropriate text

bounding boxes.

Even though the presented methods were specifically designed for Thai scene
text, they may not be able to handle text instances in some complex cases such as
irregular shapes and vertical text. Furthermore, the presented Thai scene text
localization method also a huge amount of computational power because of not
only all regions in the input image need to be extracted and classified but also all

possible scales.



3. Related Theories
3.1. Convolutional Neural Network (CNN)
Before describing the convolutional neural network, the typical neural network in

the feed-forward pass is presented below. The network is illustrated in Figure 11.

0

o
m(o»o
@

Input Hidden Output
Layer Layer Layer

Figure 11 Typical neural network structure

Considering a set of training data {x‘,y'}, where x' and y' denote feature

vector and label for it"

element. Given such a nonlinear function f,,(x), at the high-
level intuition, neural network is learned to represent the x by adjusting f,,(x) to fit
the training data. The function f,,(x) is tuned to minimize the chosen loss function
by parameterizing the weight matrix w. Figure 11 denotes the three-layer neural
network, where x and y represent input and output vector, which can be defined as

yi=f,(xk, %k, o, %)

In neural network, the neuron units in each layer take input vector from
previous layers. Considering h; neuron in the hidden layer, its input vector is
[x}, x5, xL]. The output of this neuron can be computed as the linear combination of
the input vector and weight by a; = Z?zl xiwlj + by. This equation can be further
extended to n elements feature vector and output a from k* neuron as shown

below
n

ap = ZXiij + bk

j=1
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where w and b represent the connection weight between a considering pair of
neuron and bias term. Since real-world data is usually nonlinear, activation function
or nonlinear function is applied to the output of neuron a,. Many common activate
functions such as hyperbolic tangent (tanh), rectified linear unit (ReLU), Swish, Mish,
and sigmoid can be chosen. Hence, the output from an activated neuron k can be

represented by

n

Zi = fw(ar) = fw ZXiij + by

j=1

where f,, is chosen activation function. From this calculation thought out

h element data can be

each layer, the output y* =fw(x{,x§,x§) for the it
obtained. The weight matrix w and bias b are learnable parameters which are

adjusted to minimize the given loss or objective function.

Convolutional Neural Network (CNN) is a special kind of neural network with
different architectures, connections, and layer types. Considering 32x32 pixels RGB
image, this image can be represented in 32x32x3 matrix. In typical three-layer fully
connected neural network, the total weights parameter between an input and a
hidden node would be 3,072 parameters. Nevertheless, when it comes to visual
recognition problems, the adjacent or local area pixels tend to be strongly correlated
while the others appear to be uncorrelated, this characteristic appears in CNN but
not in the traditional neural network. This locality property can be seen from many

famous computer vision feature extractors such as HOG, SURF, BRIFE, and SIFT.

The second property of CNN is weight sharing. Given a top left (0,0) pixel in a
grayscale image in the traditional neural network, this pixel has its weight matrix
connected to each neuron in the hidden layer and other pixels. On the other hand,
for CNN, the same weight matrix is used to evaluate the layer’s output over the
input value. This characteristic can reduce many free parameters to adjust during the

training process, make it easier to train CNN and less overfit phenomenon occurs.
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The third distinguish between CNN and the typical neural network is pooling.
In CNN, there is a layer called “Pooling Layer”. The main objective of this layer is to
reduce the dimension and condense the information of the convolution layer
output.

In a visual recognition CNN, the output from each layer is called feature
maps. The typical layer types which can be found are listed below

- Convolution Layer

- Pooling Layer

- Nonlinearity Layer

- Fully Connected Layer

- Dropout Layer

- Batch Normalization Layer

- Softmax Layer

Convolution Layer — The convolution layer applies a correlation operator
between input and weight or filter matrix. Mostly, the convolve operator is

employed in valid border mode as shown in Figure 12.
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Figure 12 An example of valid convolution operation on 4x4 input image and 2x2 kernel.

Typically, convolution layer has four configurable parameters:
-pP amount of input border padding in pixel
-F filter size
-S convolution strides
-W  input size

(W—F+2P)

The output feature map spatial size can be calculated from + 1.

For example, given 32x32x3 input images to 3x3x3x16 convolution layer with stride =

(32-3+2(0)) +1=30.

1 and no border padding. The output feature size would be )

Pooling Layer - This layer plays an important role in reducing and condensing
the input spatial dimensions. It can reduce learning parameters and computation

complexity. There are many types of pooling functions, the most common of which
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is max or average function. Given an input size 4x4, the output from 2x2 max pooling

with 2 strides and no border padding is illustrated in Figure 13.

Figure 13 An example of max pooling on 4x4 input matrix and 2x2 kernel.

Nonlinearity Layer — As convolution is a linear operator, but generally, the
real world is not. In CNN, many nonlinear or activate functions can be chosen, for
example, hyperbolic tangent (tanh) or rectified linear unit (ReLU) defined in the
following equation. Typically, the nonlinear layer usually follows the convolution

layer.

f(x) = max(0,x)

Fully Connected Layer — Since the output from the convolution layer
represents high-level data features, adding a fully connected layer is one way to
learn the nonlinear combination of these features. This layer usually follows the

behavior of the hidden layer in the traditional neural network. Given an input matrix
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size of w X h X d from the previous convolution layer, the input is flattened into a

column vector, yields a 2D input vector size of (W X h X d) X 1.

Dropout Layer — According to (Srivastava et al., 2014), a dropout layer tends
to reduce the overfit phenomenon in CNN by randomly set some locations on
features map to zero. Overfitting occurs when the trained model is too complex or

contains too much parameter relative to the observation parameters.

Batch Normalization Layer — As mentioned in (loffe & Szegedy, 2015), batch
normalization can improve training stability, resgularization, and model generalization
by miticating the internal covariance shift due to randomness in parameter
initialization. Small changes in shallower layers can be amplified throughout deeper
layers, resulting in serve gradient exploding, or vanishing problems when training a
very deep network. Batch normalization can cure this problem by normalizing the
output of a previous layer by subtracting the batch mean and dividing by the batch
standard deviation. Both mean and standard deviation in each batch are learnable

parameters.

Softmax Layer — In many classification problems, the output should be in the
probability for each class. The output vector from another layer, for example, fully
connected layer, is difficult to interpret since they are in floating point form without
boundaries. Softmax function gives a slightly more intuitive output (normalized class

probabilities). This function can be defined by the following equation.

ex

Ye*r

f&) =

where x represents the feature vector from the previous layer. f(x) gives probability

vector for each class in range [0,1].



65

3.2. Long-Short Term Memory (LSTM)

In many tasks, for example, speech recognition and video captioning, the current
context is based on previous data. In order to get the computer to know the current
video context, the captioning algorithm may have to understand each frame context
based on previous frames. The information from previous frames persists and is used
to inform the current frame caption. Since a traditional neural network cannot
overcome this issue, a kind of loop network called recurrent neural network (RNN) is
introduced.

Considering data sequence x and network A, where x; denotes feature vector at
time t and output label y;. The loop recurrent neural network and its unrolled
version are shown in Figure 14. The existing loop in a recurrent neural network

makes the previous information can be passed to its successor layer.

—
Q

=
—
O
=

Figure 14 (a) Typical recurrent neural network

(b) Unrolled recurrent neural network

If a network hidden state is denoted as h, the memory state at time t, h;,

can be computed from the following equation.
he(x¢, he_1) = f(Ux, + Why_,)
where U and W represent weight matrices of the desired hidden layer, f is a

chosen nonlinear function such as hypobolic tangent (tanh) or rectified linear unit

(RelLU).
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However, it is difficult to train the standard RNN on long-term temporal
dependencies because of the gradient vanishing problem. (Hochreiter &
Schmidhuber, 1997) presented a special kind of RNN, which can avoid long-term

dependencies problem, called Long-Short Term Memory Network (LSTM).

Instead of using a single hidden layer neural network, LSTM has three special

hidden layers called gates. A typical LSTM structure is shown in Figure 15.

(x) (+) h

7 Y, *

I
v

Sigmoid Sigmoid tanh

Sigmoid

Yeq > J » Y

Forgot Gate Input Gate Output Gate

t-1

Figure 15 Typical LSTM block diagram.

Considering the previous state result y,_, the forgot gate controls a mechanism
to delete or keep the old information from predecessor state. The result frorgot

from this gate can be represented as the following equation.

frorgot (Xt Ve-1)t = 0 (W gorgot X [Ve-1,X¢] + Bforgot)
where Wigrgor and Dgorgor represent forgot gate weight and bias matrices,
respectively. Since the range of sigmoid function is [0,1], the value 1 can represent
the meaning of “keep all information” while 0 means “discard all information” from

its predecessor.

The input gate duty is to decide which new feature needs to be stored in the

current hidden state. The output vector @ppye from sigmoid function decides which
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feature needs to be updated while tanh layer is generated the replacement feature
vector Tippye for the current state. The output fip,y: from this cate can be

expressed by the following equation.
Oinput X6, Ve-1)t = 0 Winput o X [Ve-1,%t] + Dinput o)
Tinput (X6, Ye-1)¢ = tanh(Winpue tanh X [Ve-1,%c] + Dinput_tann)
finputt = Oinput (X6, Ve—1)t X Tinpue (Ot Ve—1)t

where Winpye and bipyye represent the input gate weight and bias matrices for
sigmoid and tanh layer, respectively. The current hidden memory state h, can be

expressed by the following equation.
hy = (fforgot(xt'yt—l) X ht—l) + finpue (Xe, Ye—1)

The output gate produces the output result y, based on current hidden

memory state hy.

Ve = O-(Woutput < [yt—l'xt] + boutput) X tanh(hy)
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3.3. Spatial Transformer Network (STN)

Spatial transformer network (STN) is a specialized layer in CNN proposed by
(Jaderberg et al,, 2015). This kind of layer contains spatial transform modules that
attempt to make the network actively and spatially invariant to the input images. As
a typical convolution layer lacks an ability to be spatial invariance in a
computationally and parameter efficient manner, STN may be able to make the
challenging input becomes much easier to identify through its flexible
transformation. Mainly three transformations that can be learned by STN are shown
below.

1. Affine transformation is a linear transformation that preserve collinearity and
the ratios of distances between points on a line. Consider a source point (x1,¥1),

destination point (x5, y,) and transformation matrix Ay, affine transformation can be

defined as follows.

1

X2 X1 Ty,
l}’zl = Ar [3’1] = |Tx
1

T31

0
0
1

4

Translation, rotation, scaling and shear transformation can be expressed in

transformation matrix Ay as shown in the following Table 8.

Table 8 Learnable affine transformations in Spatial Transformer Network

Transformation Transformation Matrix Ay Parameters
100 ty and t,, are displacement
Translation 0 1 0
te t, 1 along x and y axis, respectively
cos(@) sin(@) O
Rotation —sin(@) cos(8) 0 0 is the angle of rotation
0 0 1
Sx 00 Sx and s,, are scaling factors
Scaling 0 s, O
0 0 1 along x and y axis, respectively
1 sf, 0 Sfx and sf, are shearing
X
Shear [Sfy 1 0] factors along x and y axis,
0 0 1 respectively
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2. Projective transformation (Homography) is a linear transformation which
does not preserve parallelism, length, and angle but still preserves collinearity and

incidence. The different between projective and affine transformation is illustrated in

Figure 16.

LJ [ ]

Projective

transformation

®

® e ®
@

Affine

transformation ®

[ ]
]

Figure 16 Comparison between projective and affine transformation’

Consider a source point (x1,¥1), destination point (x,,y,), and projective

transformation matrix Py, affine transformation can be defined as follows.
X2 X1 T, T Tislpa
l)’zl = Py [)’1] = |Ty1 Ty Ty [3’1l

1 1 T3y T35 T3l

3. Thin plate spline transformation (TPS) is a non-rigid transformation model

used in many tasks such as polygon matching and image alignment.

Considering i*" control points (x},y}) and input point (xs,¥ys), the input

point is transformed to target point (x;, y;) base on the following equations.

n ]
z Friinr?
i=1
n

z Griinr?
i=1

il = Lol + e 2]+

1
https://www.graphicsmill.com/docs/gm5/Transformations.htm
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riz = (x5 — x£)2+(ys - yci)z

where r2lnr? is a thin plate spline radial basis function. The target point is
calculated based on learnable variables a, b, and distance between source and al

control points, which allows flexible transformation can be performed.

Spatial transformer mechanism composed of three parts, localization net, grid

generator, and sampler as shown in Figure 17.
‘ Localisation net Grid
generator

> *0—To(G)

S'umplei;

Spatial Transformer
Figure 17 Spatial Transformer Network diagram (Jaderberg et al., 2015)

1. Localization net - Considering an input image or feature map U size of
H x W x C, a source coordinate (x5,y%), destination coordinate (xt,y?!), the
localization network which is composed of multiple convolution layers and fully-

connected layers, will generate the transformation matrix Ty or the parameter 8;; as

xS xt
1 1

Since the source coordinate is known, but the destination is not, all original

shown below.

=To(G) = Ty yt 021 02 033

xt] [911 012 013
1 031 03, 033

source coordinates are computed from the network transformation parameters.
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2. Grid Generator - Considering a grid G, the output from Ty(G) is a point
which is a set of points with destination coordinate (x%,y'), where the parameter
0;; are learn from the localization net. The output sample from grid generator is

shown in Figure 18.

Ti(G) To(G)
E:}‘w ck- F ¥
L Vv ld I

Figure 18 Sampling grid output
(a) Identity transformation when transformation matrix Ty is an identity matrix

(b) Affine transformation
3. Sampler — As the set of destination coordinate can be aligned in arbitrary
shape, the intensity for each point needs to be interpolated from the original value,
which can be pixel or sub-pixel sampling. This work proposed two types of

differentiable sampling kernels integer and bilinear sampling which can be defined as

Integer sampling kernel:

H W
Veeye = 22 U, 5(1xS +0.5] — m)S(lys +05] — n)

Bilinear sampling kernel:

H W
Veeye = ZZ Upmmax(0,1 — |x5 — m|)max(0,1 — |ys —n|)
n m

where Uy, and Vet refer to the input value at coordinate (n,m) and the output

value at coordinate (xt, yt), 8. is the Kronecker delta function, respectively.
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3.4. Attention Mechanism

Attention is a mechanism that provides a clearer encoded source sequence from
which to construct a context vector that can then be used by the decoder. This
mechanism enables the model to learn what positions or features in the source
sequence to pay attention and how much the weights during the prediction of each
step in the target sequence. There are many types of attention models. This
dissertation focuses on the attention mechanism proposed by (Bahdanau et al,
2015) (Additive Attention), which has been used in many neural machine translation
works.

RNN Encoder-Decoder structure is used in many previous machine translation
works. Given an input sequence X, the encoder is transformed X into intermediate

vector C. The hidden state at time step t of RNN in encoder can be defined as

ht == f(xtl ht—l)
Cc = Q({hlf L] th})

where f and q are a nonlinear function depends on RNN implementation.

For the decoder stage, by giving the intermediate vector ¢, decoder predicts
the next token y,; depends on the previous predicted token {y, ..., ¥¢—1}, which can
be formulated as

PYellye, - Ye-1h6) = gVe-1,56¢C)

where g is a nonlinear function which produces the probability of y;. s; is the

hidden state of RNN at time step t.

Unfortunately, the RNN based methods still struggle on long term
dependency sequence and the gradient vanishing problem. (Bahdanau et al., 2015)

proposed a new aspect which can be visualized in Figure 19.
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Figure 19 Encoder-Decoder with Attention (Bahdanau et al., 2015)
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For the encoder stage, given input sequence X, to capture not only the

preceding tokens but also the following tokens. Thus, this work utilizes bidirectional

long-short term memory (BiLSTM) to capture the context from both sides. The

hidden state h at time step t are concatenated from forward and backward hidden

state and can be defined as follows.

hy = [h—t: E]

where E and (h_t represent the forward and backward hidden state of

BILSTM.

For the decoder stage, the conditional probability for the next token y;

depends on the previous predicted token {y;,

Py Ye-1b%X) = gVe-1,Se:Ce)

where s; represents hidden state at time step t, which can be defined as.

.., Yt—1} can be formulated as

St = f(St-1,Yt-1,Ct)
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The intermediate vector ¢; depends on the hidden state vector h where h;
compact the whole input sequence information with a strong focus on the tt*

position. ¢; can be computed as a weighted sum of h; as shown below.

T

Ct = 2 Kty By

t=1

The weight o for each hidden state h; can be computed as follows.

exp(e)

t et ¥ e
S E:l exp(etv)

ety = a(S¢-1,hy)

where ey, is an alignment model that scores the inputs around position u
and output at time step t. The alisnment model is parameterized a as a feedforward

neural network.
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3.5. ICDAR Text Localization Evaluation Method

The method from ICDAR (International Conference on Document Analysis and

Recognition) is usually selected as a standard text localization evaluator.

Given such a ground truth set of target text bounding boxes T and the
bounding boxes returned by the tested system, which is called estimate, E. The
number of correct estimates is called c. Precision and recall can be defined as the

following equations.

c
precision (p) = Il

Precision, p is defined as the number of correct estimates divided by the
total number of estimates.

recall(r) = m

Recall, r is defined as the number of correct estimates divided by the total

number of targets (ground truth).

As the output bounding boxes from the proposed system may not perfectly

match the ground truth bounding boxes as illustrated in Figure 20.

FIRE EXIT - FIRE EXIT -

Keep clear Keep clear

Figure 20 An example of not precise match between ground truth (left)

and system output bounding boxes (right)
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To correct this problem, ICDAR defines a flexible notion of a match m,, between
two rectangles as intersection area divided by the area of a minimal rectangle which

containing both rectangles as shown in Figure 21.

Minimal Rectangle (Gray Background)

—T Intersection Area

» Estimated Box

L Groundtruth Box

Figure 21 ICDAR definition for text localization evaluation.

Hence, the best match m(r, R) for the rectangle r in a set of rectangles R is

defined as.
m(r,R) = maxm,(r,r")|r' €R
Refer to the above notation, precision, recall, and f-measure can be redefined as
following equations.

ZreEE m(re' T)

precision (p') = IE]

Lrerm(ry E)

recall (r') = 7l

f —measure (f) =




4. Proposed Methods
4.1. System Overview

In this work, the problem is divided into two main sub-problems, scene text

localization and text recognition. The overall pipeline is shown in Figure 22.

P
_a_:mmmﬂ"iu
Localization RIVER KWAI BR'DGE

| 4 Scene Text
RIVER KWAI BRIDGE _

vl RN AgvnuuAIlg
RIVER KWAI BRIDGE

Recoenition

RIVER KWAI BRIDGE

Figure 22 Designed pipeline for Thai scene text localization and text recognition.

4.2. Scene Text Localization

Since text in natural scene images is different from scanned documents in many
aspects such as styles, sizes, and colors. Instead of using traditional handcrafted
features, this problem is formulated into a semantic segmentation problem.
Convolutional Neural Network (CNN) has demonstrated strong capabilities of learning
great representations from the image in many computer vision problems such as
object detection, instance segmentation, and semantic segmentation problems.

Most existing scene texts localization methods are typically based on state-of-
the-art object detection algorithms, represent text instances in the form of 2-D
rectangles containing text. Unfortunately, some existing methods failed to locate text
accuracy in complex cases, such as arbitrarily shaped and curved texts, which is
difficult to represent with a single rectangle or quadrangle used in generic object

detectors, as shown in Figure 23.
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(a) Axis-aligned boxes (b) Rotated rectangles (c) Quadrangles (d) Polygons

Figure 23 Text instance representation.
Text polygon representation can accurately capture the location, scale, and bending of the

curved text, while the others cannot provide accurate text instance locations.

To tackle this problem, the text localization is treated as a semantic
segmentation problem. However, only semantic segmentation might not distinguish
very close text instances, resulting in a single merged text instance as shown in Figure
24. In order to deal with this problem, in addition to representing the text instances
using only text pixels, the proposed method also learns the text border pixels and

offset masks, which can greatly help to separate the nearby text instances.

(@) Input Image (b) Text segmentation map (c) Inference text instances

from segmentation map

Figure 24 Merged inferenced text instances due to the connected segmentation map.
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4.2.1. System Overview

In this section, the system overview of proposed text localization will be
elaborated.

The proposed method can be separated into three parts. In the pre-processing
part, the input image longer side is resized to the defined size. Then, the resized
image to fed into the text localization network. The network outputs consist of three
components, text masks, border masks, and offset masks. These outputs are
combined and used to retrieve the text instances in the post-processing, which are
polygon scoring, restoration, and suppression. The text localization algorithm diagram

is shown in Figure 25.

a‘m]uuﬂ’]fu' s Text Localization i , — : e - ﬁ;u’]uﬂﬂj[ﬂﬂj
d— R4 B4 | £ o

Text, border and offset masks

Figure 25 Text localization overall diagram.

4.2.2. Text Instance Representation

In many previous works, scene texts are typically represented by axis-aligned
bounding boxes, which are aligned with the axes of the coordinate system. Some
works use quadrangles to make the bounding box fit more precisely to the text
regions. Nevertheless, in some challenging cases, quadrangles are still not capable of
covering the entire text instances.

Some existing methods used text pixel masks to represent arbitrarily shaped text
instances. Although only text pixel masks might not be able to distinguish the very
close text instances. Hence, instead of just using text masks, the shrunk text masks
and offset masks are used to represent text instances. Offset masks are offsetting
polygons that can be either inward or outward. Furthermore, to make the network

capable of capturing different text sizes, each original text instance polygon is offset



into multiple scales based on its area and perimeter. If the text instance t; is
considered with polygon scaling factor a, the polygon offsetting ratio d; can be

defined from the following equation.

a * Area(t;)
Y Perimeter(t;)

For each image, the ground truth can be defined as text masks g¢m, which are
filled offsetting polygons; offset masks g,m, where each polygon area is filled with
the d;; and outer border masks gpm, representing each text instance border. The

proposed text representation is visualized in Figure 26.

- a’:muuﬂ’ﬂﬂnj
RIVERKWAI BRIDGE

Figure 26 Proposed multi-scaled text instance representation.

(a) Original text polygon t; (b) text masks (c) border masks and (d) offset masks.

4.2.3. Network Structure

A fully convolutional neural network (J. Long et al,, 2015) combined with an
encoder-decoder style network based on residual neural network (K. He et al., 2016)
is used as a core network, joining with feature pyramid network (FPN) (Lin, Dollar, et
al., 2017) to avoid spatial information loss in encoder-decoder blocks. FPN has shown

a strong capability to handle multi-scaled semantic information in recent many
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semantic segmentation works. The lateral connections between deep and shallow
feature maps can help generated the fine-grained feature maps from low and high
semantic features. The feature maps can be downsampling and upsampling in the
encoder-decoder style network in two major ways, fractional stride convolution and
interpolation. A fractional stride convolution operator usually causes the
checkerboard pattern, resulting in the inaccurate output text masks; thus, standard
bilinear interpolation is used for upsampling feature maps to the desired size.

The text localization network's output composes three branches, text masks,

offset masks, and border masks, respectively. The text localization network structure

is schematically shown in Figure 27.

CONV Residule Residule Residule Residule
Input=> """ > ‘Block-1 [ > Block-2 | >| Block-3 | | Block-4
—
Y
Upscaling
X2
Y
>@®
Upscaling Stack Conv Y
PR i PRt : Upscaling
: e HE: . X2
Intglgl)g(le:tgon Conv 3x3 ‘é
: ! : v
i | Conv1x1 v 1| Conv3x3 | Upscaling
: ¥ 5 X2
i | BatchNorm | i i | Convixt | J/V%
e : : Stack Conv Stack Conv Stack Conv
1 | Batch Norm E ¢ ¢ ¢
@ Feature map Text Masks Border Masks Offset Masks
concatination

Figure 27 Text localization network structure.
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4.2.4. Loss Function

As mentioned in the above section, the network outputs consist of three
components: text, offset, and border masks. For the text and border masks, since the
ratio between text, non-text pixels, and especially border pixels in scene text images
are significantly imbalanced, making the network tends to put more emphasis on
non-text pixels, resulting in false detections on both text and non-text pixels when

using the following standard binary cross-entropy loss.

1
Lep = _Nz yj *log (7))
J

where N represents the number of pixels in image. y; and J, represent the actual
and predicted class, respectively.

The main aim of the text pixel labeling problem is to maximize the
overlapping regions between ground truth and the predicted segmentation mask.
There are many region-based losses that can be applied with this problem, such as
weighted cross-entropy, tversky loss (Abraham & Khan, 2019), sensitivity-specificity
loss (Hashemi et al., 2019), and focal loss (Lin, Goyal, et al., 2017). Nevertheless, to
maximize classification accuracy on these losses, the parameters need to be tuned.
To address this problem, the non-parametric dice-loss (Milletari et al., 2016) is used
for both the text masks L¢y,, and border masks Lp,,. The multi-task loss can be

shown as follows.

2 * Z Otm(x' y) * gtm(x: y)
20 (X%,Y) X gim(x,y)

Lm0t Gem) =

2 % Z Obm(x' y) * gbm(x) Y)
2 0pm (%, Y) X gpm (X, y)

Lym (Opm, Gom) =

Smooth L; loss is used to ensure good training loss stability on offset masks.

The loss function for the offset mask L, can be formulated as follows.
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Lom(oom; gom) = Z SmOOthLl (Oom(xr y) - gom(x' y))

0.5x2

SmoothL,(x) = { x| — 0.5

All losses above can be combined into multi-task loss L which can be defined as
L =M0Lim + A2Lpm + A3Lom

where A;, 4,, and A3 are the weights balance between text, border, and offset

masks, respectively.

4.2.5. Text Instance Inference and Border Augmentation

The network forward pass outputs are multi-scaled text masks, border, and offset
masks. In order to infer text instances from these outputs, simple thresholding is
employed on both text and border masks. The input image, text masks, border

masks, and their thresholding results are shown in Figure 28.

- | gzmuunﬂwm
_ RIVER KWAI BRIDGE _

(@) Input Image

(b) Raw text and border (c) Thresholded text and

Figure 28 Input image and its single scale raw and thresholded text and border masks.

In this work, the border augmentation is introduced consolidated with

connected component analysis (CCA) to detect and separate adjacent components.
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Border augmentation is a fast and straightforward operation between corresponding

scaled text masks 04y, and border masks 0, can be defined as:

1 if 0¢gp =1 and 0y, =0

Opa(x,y) = {0 otherwise,

where 0, represents the output text border augmented masks.

Each text instance score can be computed from the polygon instances scoring

algorithm, which can be formulated as follows.

1
Pe) =5 ) tm(xy)
(x'y)Eti

where P and N represent text instance score and the number of pixels in text

instance t;, respectively.

The original text instances can be altered to their original shapes by using the
offset value V(t;), which can be calculated from output offset masks 0,m;,, as

follows:

V(t;)) = median{o,,(x,y)}
(x'y) €t

Given such text polygon candidates with their associated scores from all
scales, polygon non-maximum suppression (PNMS) is performed to eliminate the

overlapping detections and obtain the final text instances.
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4.3. Thai Scene Text Recognition

As described in the Scene Text Localization section, text in natural scene images
differs from scanned documents due to many challenges, such as styles, sizes, and
colors. Many of the existing Thai character recognition works still rely on the process
of segmenting the cropped words or sentences into a single character. Unfortunately,
in the particular situation of scene text problem, it is difficult to obtain a single
cropped character due to the complex backgrounds, various lighting conditions, and

text styles, as shown in Figure 29.

Figure 29 (a) Sample of detected text instance. (b) Cropped detected text instance.

(c) Simple thresholded result. As show in the figure, simple thresholding cannot distinguish

cropped word into single individual character.

Recent great success on English and Multi-Language (MLT) scene text
recognition has been dominated by the CNN-based method. Many scene text
recognition sub-problems such as curved text recognition and multi-languages
recognition in a single model, have also enjoyed numerous successes. However, to

the best of our knowledge, there is no practical Thai scene text algorithm.
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4.3.1. System Overview
In this section, the system overview of proposed Thai scene text recognition will
be presented.
According to (J. Baek et al., 2019), the standard scene text recognition pipeline
can be separated into four stages:
1. Transformation: transforms cropped word images into more suitable shapes
for recognition.
2. Feature extractor: extracts visual features from transformed images.
3. Sequence modeling: provides the contextual information from characters
sequence, rather than doing it independently.
4. Prediction: determines the output sequence from extracted image features.
The overall components of the proposed text recognition method are shown in

Figure 30.

2 - o, Feature Sequence < : .._ SRS -..-E
PIIRERN | S, D S [ roston et

Transcription
Transformed Output

Output

Detected Text Cropped Text

Figure 30 Overall pipeline of proposed Thai scene text recognition method.

4.3.2. Transformation

Scene text images usually appear in irregular shapes, as shown by curved and
perspective texts, due to many factors such as camera angles and text orientations.
The existing normalization techniques are based on morphological analysis or image
registration techniques, which may not be able to generalize on scene text images.

In this work, Thin Plate Spline Transform (TPS), which is a variation of Spatial
Transform Network (STN) used in (Shi et al,, 2019), is applied to transform irregular
and regular input text images into appropriate shapes for recognition. TPS does learn
not only the affine transformation matrix but also the projective mapping from the

input image. This characteristic makes TPS can warp images in arbitrary ways.
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Given an input image X and number of fiducial points F, an aligned image X4 can
be determined as the TPS output. The input and output image from this stage are

shown in Figure 31.

Thin Plate Spline Transform (TPS)

Localization Grid I -
”
Network Generator ‘ mu | ' u ns%
Cropped text p ' Aligned Output

Xy

Fiducial barrier {F}

Figure 31 Cropped text input and aligned output from thin plate spline transform.

The set of fiducial points {F} are visualized as green dashed line.

4.3.3. Feature Extraction

In this part, a cropped text image X, size of H X W X C will be fed into the
feature extractor network, yielding a visual feature V size of H, X W, X C,. Each
column W,; represents a corresponding distinguishable text location along the
horizontal axis. The graphical representation is shown in Figure 32, where J,

represents the association between aligned input and output visual features.

Jv
\ 4
Feature
/] d = R Z V%
H, { C,
——

W,

Figure 32 Graphical representation between aligned text image and output feature.
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In this work, the residual neural network (ResNet) incorporate with feature
pyramid network (FPN) is used as a main feature extractor for scene text recognition.
Since Thai language consists of many small elements (vowels and tone marks), many
existing works on small and fine-grained image classification had proved that using
the feature from both shallow and deep can significantly boost the model accuracy.
Hence, the feature map aggregation network, which is illustrated in Figure 33, is

designed.

ResNet Block

i ; CBR Block
g/i : : 1| Conv2x2 :
= | el :
2 [ \CONV_> Residule 4| Residule 4| Residule | Residule : : ;
E | 1 Block-1 | Block-2 [ 7| Block-3 [ | Block-4 | i i | BatchNorm |
5 I : ' :
g | i : :
= | i 1| RelU :
IE(;ature- ;napag-ére%t-lt-)n ------------------------------------------------- @ Feature map
""""""""""" concatination

CBR-B1-1
¢ A 4

CBR-B1-2 CBR-B2-1

CBR-B1-3 CBR-B2-1 CBR-R3-1

v v v

Upsampling Upsampling Upsampling

Y
®
Max Pooling
Visual Feature (V)

Figure 33 Scene text recognition feature extractor network structure.
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To prove the proposed method effectiveness, a ligshtweight version of feature
extractor is also proposed. This lightweight network is designed based on
MobileNetV2 (Sandler et al,, 2018). The proposed structure is shown in Figure 34,

where DWConv refers to depthwise separable convolution.

MobileNetV2 Block

= |

< :

o , '
=4 ¢ o|CONV Residule Residule Residule Residule Residule Residule Residule| !
@ S > > > > H
£ I 1 Block-1 Block-2 Block-3 ”| Block-4 Block-5 ] Block-6 Block-7 | |
2| '
£ L_} l

DWCBRBlock ' lowesrsidl | TG
| Dweonv2x2 | | | v

d ! § |DWCBR—B1—2| ‘DWCBR—BZ—‘] ‘
! | Batch Norm | ! 1 V

|DWCBR-B1 -3| ‘DWCBR-BZJ ‘

Y

E | Upsampling ‘ Upsampling Upsampling

@ Feature map g o
concatination S L ............... L ____________________________________ £
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a

x

©

=

Visual Feature (V)

Figure 34 A lightweight version of proposed feature extractor network structure.

4.3.4. Sequence Modeling

The interdependencies between each location on visual feature maps include
meaningful information that would help identify or guess some ambitious characters.
However, the visual feature V from the feature extraction stage still lacks contextual
information.

Many previous works on contextual sequence learning problem relay on
Recurrent Neural Network (RNN), Long-Short Term Memory (LSTM) (Hochreiter &
Schmidhuber, 1997), and Gated Recurrent Unit (GRU) (K. Cho et al., 2014). Since the

vanishing gradient problem tends to occur in RNN and theoretically, LSTM can
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remember longer sequences than GRU and outperform in tasks that require long-
distance relations. In this work, because the characters in a cropped word are aligned
and represented by visual feature sequence, which can be either arranged from left
to right or right to left, LSTM is adopted to learn this sequence information. Each
column in visual feature V is fed into two stack LSTM layers with 512 hidden units to

produce visual sequence feature V; , shown in Figure 35.

| » H{[
| w

Visual Sequence Feature Vs

i

W,
Visual Feature IV BiLSTM - 1 BiLSTM - 2

Figure 35 Sequence modelling diagram.

where Hy and Wy, equal to Hy, and Wy and Cy, equal to 1024,

respectively.

4.3.5. Prediction

Sequence-to-sequence learning (seg2seq) is a new paradigm to convert
sequences from one domain sequences in another domain. This model has been
widely used in many tasks and achieves great successes, such as machine translation,
speech recognition, molecular synthesis, and text recognition. In this stage, the 2D
attention-based encoder-decoder network is adopted to create the seg2seq model
between sequence features and output character sequence.

Given the visual sequence feature V, this stage translates the feature sequence
into a character sequence 0. In this work, the attention mechanism implemented by
(Shi et al,, 2019) is used. This implementation is a unidirectional recurrent network

that works iteratively for Wy steps, yielding an output sequence of length T, where

Cy
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T < Wy,. At each time step ¢, the output from this layer can be either a character
token or end-of-sequence token, based on the input visual sequence feature V,
attention internal state and previous token at time step t — 1. The number of
hidden units in the attention layer is set to 1,024.
4.3.5.1. String Encoding Scheme

Sequence-to-sequence learning requires the input and output sequences to be
encoded in categorical class labels. Unlike English text, which all alphabets and
vowels are written on a single line, in Thai, one line can be divided into four levels,
as shown in Figure 36. Alphabets and some vowels are written in the main level
while the others might be written above or below. These unique characteristics
create many possible ways to encode the input sequences. In this work, four

possible encoding schemes are studied.

Closed for renovation Mein Level

Tone Mark Level
Upper Vowel Level
- - Main Level

Lower Vowel Level

Al A

— UAUSUUTIY]

Figure 36 Writing style comparison between English and Thai.

4.3.5.1.1. Single Level - Single Character Encoding

In this encoding scheme, all characters, including vowels and tone marks, are
treated as individual characters. Given an input string S “ﬂ@ﬂ%ﬂﬂjﬂ%ﬁﬂiﬂ”, a
character C at location i (C;) is mapped to its corresponded class number, resulting

in an encoded array D. This encoding procedure can be visualized in Figure 37.
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Input string S

Yadiulgatnem

Single

Character

Decomposition
Decomposed string C

Corresponded class number Di respect to G Single Level

Class Mapping
Encoded array D
I-l-l
: 26 I 48 20 26 34 46 25 26 34 51 6 9 46 a7 36 2 34 45 36
___!
Figure 37 Single level single character encoding scheme.
4.3.5.1.2. Single Level - Group Character Encoding

In this encoding scheme, a main line character with different tone marks and
vowels is treated as an individual character, for example, %, 4 and, Gi'f are mapped to
separate classes. Given the input string S “?JG]U%U?N%%"D”, group of characters C
at the same location i (C;) are combined to one class and mapped to its
corresponded class number, resulting in an encoded array D. This encoding scheme
is shown in Figure 38.

Input string S

Ynusudyatnmnsn

Single Grouped

Character

Decomposition

Decomposed string
i

a U § v U 3 3 4 2 a 5 1 9

| PR

Single Grouped

Corresponded class number Di respect ta Level Class

Encoded array D Mapping

824 1163 1554 1121 1163 1556 198 351 1730 100 1560 2130 1730

Figure 38 Single line grouped character encoding scheme.
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4.3.5.1.3. Three-Level Encoding

This encoding scheme will handle the input string like single level encoding, but
each character is categorized into three classes. Given the input string S “Uauiuuse
%”Jﬂin”, a character C at location i (C;) , each character is categorized into upper
vowel and tone mark U, main line character M, and lower vowel L. The output
encoded arrays, upper vowels, and tone marks DY main line characters DM, and
lower vowels DE, are built based on character classes. This encoding scheme is

{13

shown in Figure 39, where indicates a blank.

Input string S

UaUsulgatansm

Character

Decomposition

Decornposed string C

ar

dlg|laldfafd|w|d]|la|lalalalele[alm|la]|n]|a

Character Type
Classification
Decomposed upper vowels and tone marks C, iU

Upper Vowels and

w
o o]

- Tone Marks D u
Class Mapping

Oy O

Decomposed main line CiM

Main Line
Yy a Y4 5 v 4 5 a w 2 & 5 1 DM

Class Mapping
Decomposed lower vowel € lL

Lower Vowel

DL

g
3

Class Mapping

“ o«

Figure 39 Three-level encoding scheme. indicate a blank (no character).

4.3.5.1.4. Four-Level Encoding

This encoding scheme behaves like three-level encoding, but each character is
categorized into four classes Given the input string S “TJG]U’%JUUE\‘I‘U&QQTD” and a
character C at location i (C;) , each character is categorized into tone mark T, upper
vowel U, main line character M, and lower vowel L. The output encoded arrays D,
tone marks DT, upper vowels, and DY, main line characters DM, and lower vowels
DL, are built based on character classes. This encoding scheme is shown in Figure

({313

40, where indicates a blank.
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Figure 40 Four-level encoding scheme. indicate a blank (no character).

4.3.5.2. Multi-Level Attention Mechanism

As mentioned in the previous section, Thai text writing system can be divided
into multiple levels. In this work, instead of using only one attention layer to capture
the entire multiple levels character sequence, the multi-level attention mechanism
is proposed. As proposed in section 4.3.5.1, Thai text can be encoded into various
variations. The multi-level attention is designed to capture each writing line character
sequence by the sharing input visual sequence feature, the. Given the encoded
sequence D, where D = {DT,DY,DM D} depends on the encoding method and

n equal to |D], the multi-level attention can be shown in Figure 41.
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Figure 41 Multi-level attention diagram.

4.3.6. Loss Function
Generally, a single-level attention mechanism utilized standard cross-entropy

which can be shown as follows:

. 1 . ~
Ly = =7 )0} 10g (&)
J

where N represents the time step number, i represents the it sequence in multi-
level attention mechanism, o and 6 represent the one hot encoding vector of actual

and predicted main line characters in the input image, respectively.

The overall multi-level attention loss Ly, can be defined as follows:

n

_ E iri
Lgten = a'Lyin

i
where n represents the number of multi-level sequences, i represents the it"
sequence in multi-level attention mechanism, and a represents the weight balance
for each sequence, respectively. In this work, all sequence weight balance

parameters a are set to 1.
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As the attention mechanism usually focuses on a chuck of each time step
feature, which may be comparable to each character, bigram, or trigram level in an
English word. On the other hand, Thai is different from English in terms of writing
style. All words in a single sentence are consecutively written without space. If the
global context can be captured from sequence features, it may improve overall
recognition accuracy. In this work, the global character context loss Lgc is
introduced. The visual sequence feature I is connected to the adaptive max-pooling

follows by the fully connected layer as shown in Figure 42.

2 i
—~ - =l g
) = 3 £
o (3 ' aaeemmms FER T
. b Feature 2 Sequence g o Attention Loss
Transformation £ - g Prediction ’
ImageX’ = Extraction £ Modelling 3 g Laten
3 3 X & [ —
c
= & o =
< 2 2
> ]
(e}
ully-connected
Global Character
Context Loss
,,,,,,,,,,,,,,,,,,,,,,,,,,,, Lee

Figure 42 Multi-task loss for the proposed scene text recognition method.

The output from the fully connected layer is then optimized by binary cross

entropy loss, which is defined as global context loss, can be shown as follows:

1 N ~
Loc = _Nz yilog 7)) + (1 —y;)log ()
j

where N represents the number of main line classes, y and y represent the one hot
encoding vector of actual and predicted main line characters in the input image,

respectively.
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All losses above are combined into multi-task recognition loss Ly for scene

text recognition problem, which can be defined as:

Lg = 4 Lgeen + /12LGC

where 1; and A4, are the weights balance between multi-level attention and global

context losses, respectively.
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4.3.7. Training Data Acquisition

In order to obtain an accurate and precise Thai text recognition model, a very

significant amount of labeled training data is required. To the best of our knowledge,

there are no standard Thai scene text datasets. Thus, a fast, adaptive, close to real-

world, and multi-language supported synthetic scene text generation engine needs

to be created.

Generally, the synthetic scene text image generation starts by collecting text

and a background image from multiple sources. The Thai text corpus is gathered

from the following sources:

Thai people names and surnames from Thailand Open Government data
(Open Government Data of Thailand, 2020).

Provincial administration information includes provinces, districts, sub-
districts, roads, alley, and villages names from Thailand Open Government
data.

Government office, hospital, school, stadium, police station, post office
names from Thailand Open Government data.

Thai articles from Wikipedia.

TNC Top-5000 Words.

BEST (NECTEC) Thai entity recognition corpus (sruunddeuUszauuazdoniny
Afy, 2020).

NECTEC question and answering corpus from Thai Wikipedia.

From the above sources, 687,895 non-overlapping words and sentences were

collected and used as Thai text corpus. Samples of text corpus are shown in Table

9.



Table 9 Thai text corpus samples
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ihuddadudy | wiusos unsasen matinuu Huusne
AT WIBUIAAUE SELY Ny lygaoani
YWYUNUBHN | ¥adeAsNa 3N wdsuysal Ferandn
FNUIFNENA HEN AARANSLAEY laby gnLa
AOBUNS nsgudiud nAuUABUEI | U0 unfang
558713556 finng HGHG WIvAnes | weludng
wld Aldauda DN GRIREHY 947
159ufinf IGAGRE fadasesl Uaanseslng Veyey

Text font styles are also a crucial factor that affects the recognition accuracy of
the designed model. In this work, 3,005 Thai fonts are collected from the internet.

Photo sharing community and search engines such as Flickr and Google Image
Search contain a wide range of scene images. To generate realistic text images, 8,500
background images are gathered through multiple queries related to different scenes,
objects, locations, and natural/artificial territories. However, there gathered images
must not contain any text of their own. Thus, a baseline text detection algorithm
based on the EAST (X. Zhou et al, 2017) is used in combination with a manual
human inspection to reject those images.

Scene text images tend to be appeared in continuous regions, for instance, sign,
billboard, and continuous smooth color regions. To gather the regions respect to
those constraints, a strong edge detection Holistically-Nested Edge Detection (HED)
(S. Xie & Tu, 2015) in combination with gPb-UCM (Arbeldez et al., 2011) contour
hierarchies are used.

To find an appropriate text color for extracted background regions, the color
palette for text and background is learned from cropped word images in the IlIT5K
word dataset (Anand Mishra et al.,, 2009). In each cropped word, pixels are divided
into two sets using K-mean clustering algorithm. The color pair result from clustering
is the approximated colors of text (foreground) and background. In some cases,

however, the approximated text color is still not suitable for the chosen background.
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Therefore, Web Content Accessibility Guidelines (WCAG) (Initiative (WAI), 2020)
contrast ratio, which is a standard measure to provide enough contrast between text

and background so that it can be readable by most people, is also used.

Poisson image editing (Pérez et al,, 2003) is utilized to realistically blend a
synthetic text with a background image to simulate the text — background image
natural composition effects. The main highlight of this work is that working with input
image gradients instead of image intensities will produce close to real-world output
results. An OpenCV seamless cloning implementation of Poisson image editing in
mixed clone mode is used. The comparison between typical text-background pasting

and seamless clone results are shown in Figure 43.

(a) Simple text paint to background image (b) Text painting with poisson image editing

Figure 43 Comparison between (a) simple text painting and (b) Poisson image editing result.
Poisson image editing makes the generated text blended with the background looks more

natural, and close to real-world scene text.

Not only the image blending is applied to simulate the scene text real-world
situations, but also standard image augmentation. The following techniques are
employed to make the synthetic text look sensible.

- Standard, gaussian, motion, and median blur.
- Additive, multiplicative, and gaussian noise.

- Uncropped image rotating.

- Grid-based elastic transformation.

- Perspective Transformation

- Emboss and sharpen effect.

- Randomly adjust brightness and contrast.
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- Simulate JPEG and PNG compression artifact.

The sample of synthetic Thai text images are shown in Figure 44.

_<nmnm>wammu[mnsu" i / [EPNaplaNzlklal
aswnuorwaonl T o M MDUAHEIRS

aunNEISeasnav@anAuanug "F*m's'"’}"‘w‘ -
i s ' [

’ 'Jﬂﬁ"‘ uanssnmwnsmuu ltaia
’ lmﬂlw'@

~_.~v',

‘h 7‘ ‘

Figure 44 Samples of Thai scene text recognition training dataset.
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5. Experimental Results
As the problem can be decomposed into two main sub-problems: scene text
localization and text recognition, the experiments were conducted on both
algorithms to show the performance in many aspects.
5.1. Scene Text Localization
To evaluate the proposed scene text localization performance, a quantitative
test on standard scene text detection benchmarks and our self-collected dataset are

employed and compared with the existing methods.

5.1.1. Training and Test Dataset Acquisition

For this work, the training dataset for scene text localization can be divided
into two languages: English and Thai. The following synthesized and real-world scene

text datasets are used as training and test datasets.

ICDAR2003 first appeared in the 2003 scene text detection robust reading
competition (Lucas et al., 2003). This dataset was the first scene text localization and
text recognition benchmark, containing a total of 509 images, which can be divided
into 258 training and 251 testing images. The text instances from this dataset were
labeled in a word-level axis-aligned bounding box. The samples from ICDAR2003

dataset are shown in Figure 45.
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Figure 45 |CDAR2003 sample images.

ICDAR2015 appeared in the 2015 incidental scene text detection robust
reading competition (D. Karatzas et al,, 2015). According to the ICDAR definition,
incidental scene text refers to text that appears in the scene without the user having
taken any specific action to cause its appearance or improve its positioning or quality
in the frame. This dataset was gathered by Google Glasses without taking image
quality and viewpoint into consideration. There were 1,500 images in total, which can
be separated into 1,000 training and 500 testing images. The text instances from this

dataset were labeled in word-level quadrangles. The samples from ICDAR2015

Figure 46 ICDAR2015 sample images.
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In many text localization algorithms, researchers enhance the training dataset
with synthetic examples in order to improve model performance. SynthText (Gupta
et al, 2016) is a grand-scale, computer-generated dataset. This dataset contains
approximately 800,000 images. The text images were created by blending natural
background images with rendered text from various font styles. Artificial
transformations, such as colors, text alignments, background blending, and
orientations, have been implemented to make the text appear more natural. Text
instances in this dataset were annotated in both word and character levels. The

samples from SynthText dataset are shown in Figure 47.

Figure 47 Samples from SynthText dataset.

ICDAR2017-MLT (N. Nayef et al,, 2017) is a first competition multi-lingual
scene text dataset. This dataset included 7,200 training, 1,800 validation, and 9,000
testing images, containing text from nine languages representing six different scripts.
The considered languages are Chinese, Japanese, Korean, English, French, Arabic,

[talian, German, and Indian. The text instances from this dataset were annotated at
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word level by using four vertices quadrangles. The sample from this dataset is shown

in Figure 48.

Figure 48 Samples from ICDAR2017-MLT dataset.

Total-Text dataset (Ch’ng & Chan, 2017) includes both horizontal and multi-
oriented text instances. The main highlight of this dataset is curved text, which is
rarely shown in other benchmark datasets. The dataset is split into training and
testing sets with 1,255 and 300 images, respectively. Text instances from this dataset
have been annotated in both character level pixel masks and polygons. The samples

from this dataset are shown in Figure 49.

Figure 49 Samples from Total-Text dataset.
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ICDAR2019-MLT (Nibal Nayef et al., 2019) is the latest multi-lingual scene text
dataset. This real-world dataset consisted of 10,000 training and 10,000 testing
images containing text from ten languages representing seven different scripts. The
languages in this dataset are Chinese, Japanese, Korean, English, French, Arabic,
ltalian, German, Bangla, and Hindi (Devanagari). The text instances from this dataset
were annotated at word level by using four vertices quadrangles like ICDAR2017-MLT.

The samples from this dataset are shown in Figure 50.

Auf dem Werksgelande
gilt die StVO

.
Wi

Figure 50 Samples from ICDAR2019-MLT dataset.

For Thai language, to the best of our knowledge, there is no standard Thai
scene text dataset. Thus, the new dataset was collected by using smartphone
cameras and crawling from multiple websites. The text images from this dataset
appear in multiple conditions, such as various font styles, color, low-lighting, low
resolution, and calligraphy texts, containing 3,568 images and 6,594 text instances.
Text instances from this dataset have been annotated in four vertices quadrangles
format. In this work, this entire dataset is used as test data. The samples from this

dataset are shown in Figure 51.
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Figure 51 Samples from self-collected Thai text dataset.

In 2015, National Electronics and Computer Technology Center (NECTEC) held
the Thai scene text localization competition named Benchmark for Enhancing the
Standard of Thai language processing (BEST). However, this dataset contains only 100
images and 250 usable text instances, which is too small for training dataset. Thus, in
this work, this dataset is only used as a test dataset. Text instances from this dataset
are annotated in axis-aligned bounding boxes format. The sample from this dataset is

shown in Figure 52.

Figure 52 Samples from BEST2015 dataset.
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5.1.2. Results

In this section, a series of experiments are conducted on standard scene text
localization datasets from International Conference on Document Analysis and
Recognition (ICDAR), Benchmark for Enhancing the Standard for Thai language
Processing (BEST), and our self-collected datasets. The experiments are launched in
the same environment with the source codes and results from papers. All numerical
experimental results are tested by using the only single-scale test. Table 10 shows
that the proposed method gives a good balance result in terms of the f-measure
while still preserve acceptable precision and recall compared to the other state-of-

the-art methods.

Table 10 Experimental results on standard English benchmark datasets.

P, R and F denote precision, recall, and f-measure, respectively.

Datasets
Method ICDAR2015 ICDAR2017 ICDAR2019 Total-Text
P R F P R F P R F J R F
CTPN - - - -
51.6 74.2 60.9 - - - - -
(Tian et al., 2016)
EAST - - - -
80.5 72.8 76.4 - - - - -
(X. Zhou et al., 2017)
Seglink - - - -
(Shi, Bai, & Belongie, 73.1 76.8 75.0 - - - - -
2017)
TextBoxes++ - - - -
(Minghui Liao & Bai, 87.2 76.7 81.7 - - - - -
2018)
R2CNN - - - -
85.6 79.7 82.5 - - - - -
(Jiang et al,, 2017)
PixelLink - - - -
85.5 82.5 83.7 - - - - -
(Deng et al., 2018)
TextSnake -
84.9 80.4 82.6 - - - - - 82.7 74.5 78.4
(S. Long et al,, 2018)
PSENet (W. Wang et
88.7 85.5 87.1 75.4 69.2 721 - - - 84.0 78.0 80.9
al,, 2019)
SPCNet (Q. Wang et
88.7 85.8 87.2 73.4 66.9 70.0 - - - 83.0 82.8 82.9
al,, 2018)
Pixel-Anchor (Li et al., - - -
88.3 87.1 87.7 79.5 59.5 68.1 - - -
2018)
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Datasets
Method ICDAR2015 ICDAR2017 ICDAR2019 Total-Text
P R F p R F P R F P R F
PMTD (J. Liu et al., - - -
91.3 87.4 89.3 85.2 2.7 78.5 87.5 78.1 82.5
2019)
CRAFT (Y. Baek et al.,,
89.8 84.3 86.9 80.6 68.2 739 81.4 62.7 70.9 87.6 79.9 83.6
2019)
LOMO (C. Zhang et al,,
91.2 83.5 87.2 78.8 60.6 68.5 87.7 79.8 83.6 87.6 79.3 83.3
2019)
Proposed Method
(without Border 87.2 84.9 86.0 7.2 67.4 72.3 83.3 72.4 779 85.2 78.2 81.5
Augmentation)
Proposed Method
(with Border 89.8 86.8 88.1 8.7 69.8 73.4 86.1 75.7 80.9 88.2 79.8 83.5
Augmentation)

5.1.2.1. Multi-Oriented English Text

In this section, an experiment on ICDAR2015 dataset is conducted and compared

with existing. The pre-trained weight from SynthText is further fine-tuned on this

dataset for 200 epochs. The longer size of the input image is resized to 1,280 pixels

in the testing stage while still preserving the image aspect ratio and using only single-

scale testing. The numerical single-scale results list in Table

10 show that the

proposed method gives a competitive result in terms of the f-measure. The samples

of several detection results are shown in Figure 53.




Figure 53 Example results on ICDAR2015 dataset.

5.1.2.2. Multi-Oriented and Multi-Language Text

The experiments on ICDAR2017-MLT and ICDAR2019-MLT datasets are conducted
to test the robustness of the proposed text localization on multi-language scene text
images. The SynthText pre-trained weight is further fine-tuned for 300 epochs on the
ICDAR2017-MLT training dataset, and 450 epochs on ICDAR2019-MLT. Since the image
sizes in both datasets were not equal like ICDAR2015, the input image longer size is
resized to 1,280 pixels, while still maintaining the aspect ratio. The experimental
results show in  Table 10 prove that the proposed method gets reasonable
performance compared to other state-of-the-art methods. The sample text detection
results on both ICDAR2017-MLT and ICDAR2019-MLT datasets are shown in Figure 54

and Figure 55, respectively.
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Figure 54 Example results on ICDAR2017 dataset.
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Figure 55 Example results on ICDAR2019 dataset.
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5.1.2.3. Multi-Oriented and Curved English Text

Similarly to the experiments on ICDAR2017-MLT and ICDAR2019-MLT, to prove
the robustness of the curved text detection problem, the qualitative experiment is
also conducted on Total-Text dataset. The pre-trained weight from SynthText is used
as based and further fine-tuned on Total-Text for 150 epochs. The experimental
results in Table 10 show that the proposed method surpassed other methods in
precision respectable recall and f-measure. Figure 56 shows that our method can

detect curved text in various styles, shapes, and orientations.

T il
Bafoiud Bl

SullPe-

Figure 56 Example results on TotalText dataset.
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5.1.2.4. Multi-Orient Thai Text

As the main focus of this dissertation is to design an algorithm for Thai scene text
localization and text recognition, the qualitative experiments show in Table 11 are
conducted on both BEST2015 and self-collected Thai scene text datasets. The

sample results from both datasets are shown in Figure 57 and Figure 58.

Table 11 Experimental results on Thai benchmark datasets. P, R and F denote precision, recall,

and f-measure, respectively.

Datasets
Method BEST2015 Dataset Self-Collected Dataset
P R F P R F
CTPN
71.6 7.2 74.4 70.6 74.2 724
(Tian et al., 2016)
EAST
(X. Zhou et al,, 74.5 79.8 7.2 72.5 75.8 74.2
2017)
Seglink
(Shi, Bai, & 74.2 78.8 76.5 74.2 74.8 74.5
Belongie, 2017)
TextBoxes++
(Minghui Liao & 84.2 80.7 82.5 80.2 78.7 79.5
Bai, 2018)
R2CNN
(Jiang et al,, 85.6 80.8 83.2 79.6 7.2 78.4
2017)
PixelLink
(Deng et al,, 85.7 82.5 84.1 81.7 80.5 81.1
2018)
TextSnake
(S. Long et al,, 86.9 82.4 84.7 82.2 81.3 81.8
2018)
PSENet (W. Wang
88.7 83.5 86.1 83.7 82.4 83.1
et al,, 2019)
SPCNet (Q. Wang 89.7 85.2 87.5 88.7 84.3 86.5




115

Datasets
Method BEST2015 Dataset Self-Collected Dataset
P R F P R F
et al,, 2018)
Pixel-Anchor (Li
90.3 86.1 88.2 89.3 87.9 88.6
et al, 2018)
PMTD (J. Liu et
92.3 90.4 91.4 89.7 89.4 89.6
al., 2019)
CRAFT (Y. Baek
91.8 89.8 90.8 90.1 87.8 89.0
et al,, 2019)
LOMO (C. Zhang
91.2 92.3 91.8 90.3 89.2 89.8
et al, 2019)
Proposed
Method
90.2 87.9 88.6 88.2 84.4 85.4
(without Border
Augmentation)
Proposed
Method (with
92.8 89.8 90.1 89.8 88.8 89.1
Border
Augmentation)
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Figure 57 Example results from BEST2015 dataset.
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Figure 58 Examples from self-collected dataset.
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5.1.3. Border Augmentation Analysis

To analyze the adjacent text instance separation capability of the proposed
method, the ablation study on this matter was performed by removing the entire
border augmentation module. As shown in Table 10 and Table 11, the border
augmentation can improve the result on both English and Thai datasets. The sample

effect of border augmentation is shown in Figure 59.

(a) Without border augmentation (b) With border augmentation

Figure 59 The proposed border augmentation effect.
As shown in (b), the proposed border augmentation algorithm is able to provide

a clear cut between adjacent text instances.

5.1.4. Speed and Accuracy Trade-off Analysis

In this section, the speed assessment experiment is employed. All evaluations
were tested on NVIDIA GTX 1080 Ti and Intel i7-4770K. The FPS is calculated by
measuring the average per-image execution time.

The qualitative results stated in Table 12 show that the proposed method
offers a good balance between execution time and detection accuracy. In this
experiment, three feature extraction backbones, ResNet50, ResNet34, and
MobileNetV2, are chosen to compare the detection performance in term of accuracy,

execution speed and FLOPs counts as shown in Table 13.



Table 12 Text detection speed on various benchmark datasets.
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Datasets F-Measure

Method ICDAR Total- Self- FPS
BEST2015

2015 2017 2019 Text Collected
CTPN - -

60.9 - 74.4 72.4 7.5
(Tian et al,, 2016)
EAST - -

76.4 - 77.2 74.2 17.1
(X. Zhou et al., 2017)
SeglLink - -
(Shi, Bai, & Belongie, 75.0 - 76.5 74.5 12.2
2017)
TextBoxes++ - -
(Minghui Liao & Bai, 81.7 - 82.5 79.5 13.2
2018)
R2CNN - -

82.5 - 83.2 78.4 -
(Jiang et al., 2017)
PixelLink - -

83.7 - 84.1 81.1 -
(Deng et al,, 2018)
TextSnake - 78.4

82.6 - 84.7 81.8 12.7
(S. Long et al,, 2018)
PSENet (W. Wang et - 80.9

87.1 72.1 86.1 83.1 9.6
al., 2019)
SPCNet (Q. Wang et - 82.9

87.2 70.0 87.5 86.5 -
al., 2018)
Pixel-Anchor (Li et - -

87.7 68.1 88.2 88.6 -
al., 2018)
PMTD (J. Liu et al,, 82.5 -

89.3 78.5 91.4 89.6 -
2019)
CRAFT (Y. Baek et al,, 70.9 83.6

86.9 73.9 90.8 89.0 11.2
2019)
LOMO (C. Zhang et 83.6 83.3

87.2 68.5 91.8 89.8 -
al., 2019)
Proposed Method
(ResNet50) without 86.0 12.3 779 81.5 88.6 85.4 18.7

Border Augmentation
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Method

Datasets F-Measure

ICDAR

Total-

2015

2017

2019 Text

BEST2015

Self-
Collected

FPS

Proposed Method
(ResNet50) with

Border Augmentation

88.1

73.4

80.9 83.5

90.1

89.1

17.5

Proposed Method
(ResNet34) without

Border Augmentation

83.2

67.6

72.5 78.9

84.3

79.9

26.2

Proposed Method
(ResNet34) with

Border Augmentation

84.5

68.9

754 80.1

86.6

81.3

251

Proposed Method
(MobileNetV2)
without Border

Augmentation

74.6

59.8

68.4 72.1

80.8

72.6

36.7

Proposed Method
(MobileNetV2) with

Border Augmentation

76.6

60.9

69.4 73.5

81.3

74.4

35.9
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Table 13 FLOPs counter of the proposed method on various feature extractor backbones.

Datasets
Method ICDAR Total- Self- FLOPs
BEST2015

2015 2017 2019 Text Collected
Proposed Method
(ResNet50) with

88.1 73.4 80.9 83.5 90.1 89.1 6.2G
Border
Augmentation
Proposed Method
(ResNet34) with

84.5 68.9 75.4 80.1 86.6 81.3 49 G
Border
Augmentation
Proposed Method
(MobileNetV2) with

76.6 60.9 69.4 73.5 81.3 74.4 09G

Border

Augmentation

From the experimental results, changing the backbone size can significantly

reduce the inference time and computational complexity. By choosing the proper

model respects to used applications or computational constraints, for example,

translation applications requiring real-time detection speed, users can choose

ResNet34 or MobileNetV2 depending on their usage cases.
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5.1.5. Implementation Details

The model is first trained on the generated SynthText dataset for 1 epoch and
fine-tuned on each standard text localization benchmark datasets except Thai
datasets until converged. All weights in trainable layers are initialized by using
Kaiming’s initialization (K. He et al,, 2016). Adaptive Momentum Estimation (Adam)
(Kingma & Ba, 2015) is used as an optimizer for this model. During the training on
SynthText, the learning rate was initially set to 10 and decayed to 10 by using a
cosine annealing scheduler. The batch size was set to 4 and then increased to 16 by
using gradient accumulation. According to this work (Smith et al., 2018), increasing
training batch sizes may slightly boost the model generalization and accuracy.

After training on SynthText was finished, the model was then fine-tuned on
standard benchmarks, ICDAR2015, ICDAR2017-MLT, ICDAR2019-MLT, Total-Text, and
Thai Text dataset. The learning rate was initially set to 10 decayed to 10° by using
cosine annealing scheduler. The batch size was set to 4. Since the ICDAR datasets
contained some non-readable text regions, which were labeled as “###'”, these
regions were not used during the training. Online Hard Negative Mining (OHEM)
(Shrivastava et al., 2016) is adopted with a ratio of 1:3 to correct the imbalance ratio
between the number of text and non-text pixels.

As the data augmentation is a crucial part of increasing the algorithm robustness,
the following online augmentation techniques are used to raise the number of
training samples:

- Standard photometric distortion (W. Liu, Anguelov, et al., 2016).

- Image rotation, horizontal and vertical.

- Image size re-scale in range [0.5, 3].

- Randomly cropping image regions.

- Mean and standard deviation normalization.
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In this work, a new mosaic data augmentation is also introduced. Mosaic
augmentation is a new technique that randomly combines various interesting
patches into a new training image. This technique can increase the amount of training
data and algorithm robustness. The sample input and output images are shown in

Figure 60.

ZHENBE]

Figure 60 Mosaic image augmentation.



124

5.2. Thai Scene Text Recognition

To evaluate the performance of the proposed scene text localization, a
quantitative test on BEST2015 and self-collected datasets are without any dictionary
correction.
5.2.1. Test Dataset Acquisition

For Thai scene text recognition performance evaluation, the same dataset from
Thai scene text recognition is used. Text instances from BEST2015 and self-collected
are combined into new text instances pool, yielding 6,844 text instances. From the
combined pool, only Thai text instances are selected, resulting in the Thai scene text
test dataset, which contains 5,296 text instances. The text instance samples are

shown in Figure 61.
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Figure 61 Thai scene text instances samples.
5.2.2. Results
In this section, a series of extensive experiments were conducted on all possible

proposed combinations as follows:

Transformation: This module normalizes the input image into a more
appropriable format for recognition. It can be select or deselect base on the

configuration.

Feature Extraction: This module extracts the visual information feature from the
normalized image. In this experiment, ResNet50-FPN is selected as a baseline. Further

studies on backbone configurations are shown in the ablation studies section.

Sequence Modeling: The visual sequence feature is formed from this module.

This experiment utilizes Long-Short Term Memory (LSTM) as a baseline. This module
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can be either select or deselect base on the configuration.

Prediction: In seg2seq problem group, two main concepts used in this kind of

problem are Connectionist Temporal Classification (CTC) and Attention Mechanism

Encoding Scheme: This dissertation proposes the four encoding schemes for Thai

text recognition. The experiment is conducted on all proposed encoding schemes.

All the evaluated models are trained from scratch by using the same set of
training data and hyperparameters. The qualitative experimental results are shown in
Table 14. In this work, full matched between actual and predicted string is a
required criterion to be counted as a corrected output. No lexicon and dictionaries

are used during the evaluation.



Table 14 Thai scene text qualitative results.
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Feature Sequence Average
Transformation Prediction Encoding | Accuracy
No Extraction | Modeling %) Edit
Scheme %
TPS Backbone LSTM CTC | Attention Distance

1A x x v _ 67.2 0.36
(0]

2A x x v Q 68.3 0.33
©

3A x v v S 67.4 0.36
(0]

4A x v v B 69.1 0.32
n

5A v x v B 68.9 0.35
(0]

6A v x v g 712 0.31

7A v v v % 738 0.29

8A v v v < 74.0 0.29

1B x x v 5 72.2 0.30
S

28 x x v o 75.1 0.26
c

3B x v v % 74.6 0.28
(]

aB x v v 2 77.8 0.25
(@]

5B v x v © 74.9 0.27

68 v x v % 76.4 0.25
—

7B v z v v ks 76.8 0.25
on

L

8B v 2 5 v & 78.1 0.22

1C x g x v 80.3 0.19

2C x & x v 80.9 0.18

3C x v v _ 79.4 0.19
(0]

ac x v v g 82.6 0.16

5C v x v o 83.1 0.16
e

6C v x v a 82.9 0.16

7C v v v 81.9 0.18

8C v v v 83.0 0.16

1D x x v 80.6 0.17

2D x x v 81.2 0.16

3D x v v 80.6 0.17
(0]

ap x v v 3 83.4 0.15
—

5D v x v g 83.2 0.15
L

6D v x v 83.4 0.15

7D v v v 82.2 0.17

8D v v v 84.5 0.14
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According to the all possible combinations experiment shown in Table 14,
the proposed multi-level attention methods (Three and Four levels) achieve the first
and second rank accuracy and lowest editing distance compared to the other
proposed encoding method by significant margins. On the contrary, the traditional
encoding scheme (Single Level — Single Character) achieves the lowest accuracy
among the others. These qualitative experimental results confirm the effectiveness
of the proposed multi-level attention. More analysis of each encoding scheme
behaviors is shown in the ablation studies section.

For good clarity on experimental result comparison, all possible configuration
accuracies are plotted in Figure 62.

90.00
85.00

80.00 M

75.00

Accuracy

70.00
65.00

60.00
1 2 3 4 5 6 7 8

Experiment No
—— Single Level - Single Character Single Level - Grouped Character

Three Levels == Four Levels

Figure 62 Experimental results on all possible configurations.

The example of output recognition results and input images from the best

combination (TPS/ResNet50-FPN/LSTM/Attention) are shown in Table 15.
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Table 15 Examples of recognition result from the best configuration.

Text Instance Image Ground truth Predicted Output
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5.2.3. Ablation Studies
To analyze the impact of each component on the recognition performance and
behaviors, a series of ablation studies are conducted in the below section. All the

evaluated models are trained from scratch by using the same training data and

hyperparameters.
5.2.3.1. Encoding Scheme Analysis

In this section, each proposed encoding scheme's impact is further studied
based on the best combination, which is TPS + ResNet50-FPN + LSTM + Attention.

The result from each encoding scheme is shown in Table 16.

Table 16 Best result from each proposed encoding scheme.

Transfor Feature Sequence

Average
Prediction Encoding Accuracy
No | mation Extraction Modelling Edit
Scheme (%)
TPS Backbone LSTM Distance
Single Level -
1 74.0 0.29
= Single Character
&
S \ Single Level -
s Attention
2 v 5 v Grouped 78.1 0.22
=z
A Character
o
3 o Three-Level 83.0 0.15
4 Four-Level 84.5 0.14

5.2.3.1.1. Single Level - Single Character Encoding
This encoding scheme g¢ot the lowest accuracy among the other encoding

methods. After analyzing the output wrong predicted results, the following reasons

can be concluded.

1. Feature alignment inconsistency between prediction stage and input image
character

Many previous works on English scene text recognition algorithm also treat
this problem as seg2seq problem. In the ordinary English writing system, only one
character is appearing at each location in text instance. This feature makes the input

image or visually features aligned with sequence features as shown in Figure 63.
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Figure 63 Visual feature aligned with sequence feature (Shi et al., 2019).

However, in Thai writing system, multiple characters can be writing over and
above at the same location, for instance, Thai string "%EJ", tone mark " and vowe(
write over main character . In this encoding scheme, after inspecting the attention
layer weights respect to the corresponded location visually features, the attention
layer output seems to produce an inaccurate prediction when taking into deeper
time steps on long text instance as shown in Figure 64. It may be possible to
conclude that using this encoding scheme makes the visual features not aligned with

sequence features.

mﬂ“:dilﬁusnus:t o.qnqd lnq - gnu'nauns. Visual Feature

Seguence Feature

L & uvnaisiusaizvnsnazaaluum

Figure 64 Example of unaligned visual and sequence feature. Each color strip represents the
focused sequence feature respected to character. By using this encoding scheme, at character &,
upper vowel visual feature is not aligned to its sequence feature. This unaligned behavior will be

increased in a long text instance, making the network tends to produce wrong recognition output.
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2. Position swapping among tone marks and vowels

As mentioned in the previous section, Thai text writing system can be divided
into multiple levels. This characteristic also appears in the OS font rendering system
and programming paradigm, which may be confusing in some cases, as shown in
Figure 65. Both displayed outputs by the font rendering system are similar, but the

writing systems are not.

False

Figure 65 Thai writing system inconsistency in programming paradigm: the right string “Ejﬂ”

consists of “6 " ¢” while the left string “84” consists of “8 " ¢”.

After investigating the output shown in Table 17, many incorrect results

caused by tone marks and vowels appear in inconsistent locations.

Table 17 The effect of tone marks and vowels location inconsistency in single level — single

character encoding

Text Instance Image Ground truth Predicted Output
gaanwal ‘gaa nwa”
¥ v
NN N,abHA
- - (3 + a I3 + + 3
nouteaa eRIGRpN NgL s g3y n

i yuornisuagias
HUDMNTUALLATOIRY -
gan
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5.2.3.1.2. Single Level - Grouped Character Encoding

Single Level - Grouped Character encoding scheme acquires the third rank
among the other encoding methods. This encoding method determines all possible
character combinations at each location and maps them into individual classes.
According to the Thai writing system character types, as shown in Table 18, all
possible combinations can be calculated from the writing system criteria shown in

Table 19.

Table 18 Thai character classification based on Thai writing system.

Characters Type Characters Number of
Character
Tone Marks i 4
Upper Vowels 7 /M| 4 +(2)
Main Line NYYAAAIIAVY QL A 9
FNAMUUAADING UUYKNK
2 44 + (10)
NANANYTAIAYANRND T
/2170wl 9
Lower Vowels 2

Table 19 Calculation of possible class combination based on Thai writing system.

Total
Thai writing system criteria
Combinations

Main line character without any vowel and tone | 44 + 10 54
mark
Main line character (exclude main line vowel) + | 44 x 4 176

upper tone mark

Main line character (exclude main line vowel) + | 44 x 8 352

upper vowel

Main line character (exclude main line vowel) + | 44 x 2 88

lower vowel

Main line character (exclude main line vowel) + | 44 x 4 x 8 1,408
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Total
Thai writing system criteria
Combinations

upper tone mark + upper vowel

Main line character (exclude main line vowel) + | 44 x 4 x 2 352

upper tone mark + lower vowel

Possible combinations 2,430

Table 19 shows that there is a large number of possible combinations that
can be formed from Thai writing system. Typically, in the image classification
problem, the expected accuracy will be lower when the output class number gets
higher. As stated by the qualitative experimental result, this assumption also valid on

this problem.

5.2.3.1.3. Three-Level Encoding

The three-level encoding scheme is ranked second among the other encoding.
This encoding scheme combined a group of tone marks and upper vowels into an
individual class, yielding 33 upper-level classes (including blank character), 54 main-
line classes, and three lower-level classes (including blank character), respectively.

After investigating the prediction results, this encoding scheme achieved
competitive accuracy compared to four-level encoding and surpassed single-level
encoding methods. This confirmed the effectiveness of the proposed multi-level
encoding could improve overall recognition accuracy. However, three-levels
encoding give an unexpected upper line recognition result in some cases. The small
upper vowels such as Mai Eak () and Mai Jai Ta Wa () sometimes disappear. The

example of incorrect results is shown in Table 20.

Table 20 Samples of incorrect result using three-level encoding scheme.

Text Instance Ground truth Predicted Output

ele % aa ek Akl

e s osuTusludufitay WosuTuslutufivry
wosuluslusuwing
St

WIALNOFUNN WIALINBAUNIN

g Y < Y |
UTNULATDN UNNULAID
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5.2.3.1.4. Four-Level Encoding

Four-level encoding delivers the best accuracy among the proposed encoding
methods and exceeded single-level encoding methods by a large margin. This
encoding scheme separate Thai text into four levels, as indicated in Table 16, where
each level is treated as seq2seq problem using shared visual feature. By using this
strategy, each level attention module can focus and distinguish character sequence,

leading to an accurate text recognizer.



135

5.2.3.2. Speed Analysis

An experiment on overall speed measurement is conducted on the best
combination (TPS+ResNet50-FPN+LSTM+Attention) to analyze each stage’s impact in
the proposed method. The experiment is conducted under the same hardware
specification, which is NVIDIA GTX 1080 Ti and Intel i7-4770K with 16GB memory. To
ensure fair speed testing, the experiments are launched 100 times and measure the

average run time with a batch size of 1.

H Transformation
M Feature Extraction
H Sequence Modeling

[ Prediction

Figure 66 Average runtime of each stage with sequence length equals to 32.

As shown in Figure 66, the proposed method runtime (545ms) mostly spends
on the feature extraction stage (280ms) follows by the prediction stage (150ms),
while the transformation stage slightly impacts the overall runtime. This experiment
is conducted with ResNet50-FPN backbone and limits the sequence length to 32
main line characters. This reflects that the heaviest part of the proposed method is
feature extraction. If the user wants to decrease the overall runtime or has a
computational time criterion, reducing the feature extractor backbone to the proper

size or change the other efficient backbones can greatly decrease overall runtime.
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The addition experiments on different backbones are shown in the backbone

analysis section.

On the other hand, the prediction stage still spends the second rank runtime,
among other stages. If the sequence length is further extended to 64. The overall

runtime is increased and shown in Figure 67.

H Transformation
M Feature Extraction
B Sequence Modeling

[ Prediction

Figure 67 Average runtime of each stage with sequence length equals to 64.

As shown in Figure 67, the overall runtime increases from 545ms to 640ms
(+17.4%). This shows that the overall runtime is directly related to the sequence
length. Thus, choosing a proper sequence length limit is one variable to reduce

overall inference time.
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5.2.3.3. Backbone Feature Pyramid Effect

In this section, the experiment is conducted to prove the effectiveness of the
proposed feature pyramid feature extractor. Many previous works on small object
image classification and detection have proved that combining multi-scaled features
from shallow and deep layers can dramatically improve recognition performance.
From this assumption, in this work, the scene text recognition network based on

ResNet-50 incorporated with Feature Pyramid is designed.

Table 21 Accuracy comparison of proposed network structure between with and without feature

pyramid.
Feature
N | Transfo Sequence | Predicti | Encoding | Accurac %
Extraction FLOPs
o | rmation Modelling on Scheme y (%) Gain
Backbone
1 ResNet50 Attentio Four 77.4 - 50.7G
TPS LSTM
2 ResNet50-FPN n Level 84.5 +7.1% | 59.7G

As shown in Table 21, the recognition performance significantly improves
(74.4% -> 84.5%) without any change in other components except feature extractor
structure. The increasing accuracy gap comes from the reasons that many Thai
characters are looking very similar, requiring multiple scaled fine-grained features to
be distinguishable, and small components such as tone marks and vowels also
benefit from shallow layer visual features. The sample images and their recognition

outputs, which profit from FPN module, are shown in Table 22.

Table 22 Sample images and recognition outputs from without and with FPN network structure.

Predicted Output (without

Text Instances Predicted Output (with FPN)
FPN)
Yay3 YaY3
0% 8%

m WNAD WA

Usrmiiau Useniiu Uszii

g:fs 9 SR N ¥
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5.2.3.4. Backbone Size Analysis

To verify the impact of network size/parameters and recognition accuracy, the
experiments on different ResNet structures, which are ResNet-18, ResNet-34, ResNet-
50, are conducted. In this work, not only the accuracy-wise models are proposed but
also the low complexity model like MobilNetV2. As shown in Table 23, in the low
and middle model regime, ResNet-34 and MobileNetV2 get the second (78.1%) and
third (71.8%) ranks. The biggest network (ResNet-50) achieves the best accuracy

(84.5%) among the others, which is correlated to the number of network parameters.

In the aspect of model complexity, MobileNetV2 utilizes the lowest
computational complexity while still giving competitive accuracy to ResNet34
compared to the number of FLOPs. The depthwise separable convolutional used in
MobileNetV2 can reduce a lot of floating-point operations, suitable for low
computation power situations such as edge computing deployment without GPU,
and smartphone. To increase this model accuracy, a further study on knowledge

distillation may require.

Table 23 Comparison between network size and recognition accuracy

Sequenc %
Feature Encodin Accurac
N Transformati e Predictio Accurac FLOP | FLOPs
Extraction g y Gain
o on Modellin n y (%) s Increas
Backbone Scheme (%)
g e
ResNet18-
1 68.9 - 40.6G -
FPN
MobileNetV (-
2 71.8 +2.9 27.9G
2-FPN Four 31.3%)
TPS LSTM Attention
ResNet34- Level
3 78.1 +9.2 49.3G 21.4%
FPN
ResNet50-
4 84.5 +15.6 59.7G 47.1%
FPN
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5.2.3.5. Number of Training Data Analysis

Four experiments with different amounts of training data are conducted on the
best combination (TPS+ResNet50-FPN+LSTM+Attention) to analyze the amount of
training data effect. The bigger datasets are generated by inheriting the smaller
datasets and extending with new images. In this section, all experiments are trained
from scratch with different amounts of training data. The experimental results are

shown in Figure 68.
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70

60 678
50

Accuracy

40

4a2.7
30

20
10

0
100000 800000 8000000 1200000

Number of Training Data

Figure 68 Experimental result on the different number of training data.

Starting with 100k training cropped word images, the best combination
achieves 42.7% accuracy on test data. After increasing the amount of training data by
800% (100k->800k), recognition performance is improved from 42.7% to 67.8%
(+25.1%). This reflects that there is still room for accuracy improvement if the

training data is further increased.

The experiment is further conducted by increasing the number of training
data by 1000% (800k->8M). The recognition accuracy is still improved from 67.8% to
84.1% (+16.3%). For the last experiment, the training data is risen by 150% (8M-

>12M). However, the accuracy improvement is minimal, gaining from 84.1% to 84.5%
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(+0.4%) while training time rises from 3.5 days to 5 days. It may conclude that the

new recognition method and an improved text synthesis method are needed.
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5.2.3.6. RGB and Grayscale Input Analysis
Two experiments are launched under the same network configuration to
determine the effect of color and computational complexity in text recognition

problem, but the input images are in grayscale and RGB colorspaces.

Table 24 Accuracy and computational complexity on different input image colorspaces.

Feature
Input Sequenc %
Extractio Encodin
N Image Transformati e Predictio Accurac | FLOP | FLOPs
n S
o | Colorspac on Modellin n y (%) s Increas
Backbon Scheme
e g e
e
1 Grayscale ResNet50 Four 84.54 59.7G
TPS LSTM Attention
2 RGB -FPN Level 84.58 64.1G | 7.37%

As shown in Table 24, the network trained on RGB input image receives
marginal gain accuracy (84.58%) compared to grayscale input (84.54%), while the
computational complexity (FLOPs) increased by 7.37 percent. The gained accuracy in
RGB model may come from the number of parameters in first layer are more than
the grayscale the first layer or the randomness in parameter initialization. In
conclusion, the gained accuracy is negligible and may not worth the increased

computation complexity.
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5.2.3.7. Input size Analysis
To analyze the effect of input image resolution, the best model combination

(TPS+ResNet50-FPN+LSTM+Attention) are trained with different input image

resolution.
Table 25 Experimental results on different input image sizes.
Feature
Sequenc %
Extractio Encodin
N Input Transformati e Predictio Accurac | FLOP FLOPs
n S
o size on Modellin n y (%) s Increas
Backbon Scheme
S e
e
1 32x300 66.3 50.2G -
2 48x350 ResNet50- Four 74.2 54.1G 1.7%
TPS LSTM Attention
3 64x350 FPN Level 84.5 59.7G 18.9%
a4 77x400 84.9 62.8G | 25.7%

According to the experiment results shown in Table 25, input image size
significantly impacts the final recognition accuracy. The bigger input image size gives
better recognition accuracy at the cost of computational efficiency.

Starting with the smallest input image size 32x300, this size gives the lowest
accuracy (66.3%). After increasing the input image size to 48x350 pixels, the
recognition accuracy is raised from 66.8% to 74.2% (+7.4%). This shows that the

recognition accuracy is directly related to input image size.

The input image size is further increased from 48x350 to 64x350 pixels. The
recognition accuracy is still improved from 74.2% to 84.5% (+10.3%). In the last
experiment, the input image size is increased to 77x400 pixels. However, there is a
limited improvement in the recognition accuracy from 84.5% to 84.9% (+0.4%), which

may not worth the gained computation complexity (+25.0%).

Thai language consists of many small components, i.e., vowels and tone
marks. These small components require fine-grained input image resolution to

distinguish between similar Thai characters. As shown in the experimental results,
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increasing the input image size can improve the overall accuracy. Nevertheless, the
increased image size also increases computational complexity. Hence, in this work,
the final input image size is set to 64x350 pixels, which is a good balance input image

size between accuracy and computation complexity.
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5.2.3.8. Global Character Context Loss Effect Analysis
In order to demonstrate the effectiveness of the proposed global character loss,
the network is trained with and without global character context loss configurations.

The experimental results are shown in Table 26.

Table 26 Accuracy comparison between with and without global character context loss.

Feature Global
Sequence Encoding Accuracy
No Transformation Extraction Prediction Character
Modelling Scheme (%)
Backbone Loss
1 ResNet50- X 82.3
TPS LSTM Attention Four Level

2 FPN v 84.5

The experimental results in Table 26 prove that the proposed global
character context loss can improve the overall accuracy in the foreseeable margin
(+2.3%), especially on some occluded long text instances and ambiguous characters.

The sample of recovered results from global character loss are shown in Table 27.

Table 27 Predicted outputs comparison between without and with

global character context loss structure.

Predicted Output | Predicted Output
(without global (with global
Text Instance
character context | character context
loss) loss)
ASNAAL nInNgIAL
uadadn Uegan
To9dunys TR uLYS
foabmens fogbdmens
AUgIAINTIY AUEIAINTIY
ATHINNEN 2 AN
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Calligraphic Fonts - In this case, text instances generally appear in difficult or

unique font styles, for example, brands or cursive writing. The characters in this case

require distinct visual features to recognize rather than generalize visual features. The

sample images in this case are shown in Table 28.

Table 28 Calligraphic text instances and recognition outputs.

Text Instance

Predicted
Ground truth
Output
Fule Juud
Lrisju sy
WO UDLUY
SN.E9. SW.ER.
viglanuau viglanuau
PRLRE 118808

Low Resolution — The proposed models may not distinguish low-resolution

text instances, especially small characters like vowels and tone marks. Using multi-

scaled image pyramids or super-resolution may improve recognition performance in

this case. The sample images and recognition results are shown in Table 29.

Table 29 Low resolution text instance and recognition outputs.

Resized Text Original Image
Ground truth Predicted Output
Instance Size (HxW)
W 14x25 930UR LM
MouoNd 16x64 N13IULGE NILBE
- 20x43 lansgu lAnasgu
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Resized Text Original Image
Ground truth Predicted Output
Instance Size (HxW)
14x52 fhaen a1800
20x137 L AR IUTY \YARYIUTL
AE 22x46 A% AN
uean 20x52 28N u1ggn
15x37 k! Yln
15x41 weUd wauy

Special Characters — Sometimes model cannot distinguish ambiguous special

characters, for example, , (comma) and . (dot) or ‘ (apostrophes) and “ (quotation

marks). The samples from this case are shown in Table 30.

Table 30 Sample images from ambiguous special characters case.

Text Instance

Ground truth

Predicted Output

091-509-6769,061-450-8691

091-509-6759.061-
450-8691

091-509-6759,061-
450-8691

non.3.A.loaunsniaos

a a
YIN.AN.LDE.

WNSNLADS

a A
AN

LNSNLADS

S 2.19-3.847W

51 2.19-3.847u”

s,

lé]l

2575,

Ambiguous Characters — Many Thai characters look very similar, such as “

and )7, “¥” and “U”, “@ and »”, and “n and M”. Even though the proposed global

character loss can improve the recognition results in this case, some text instances,

shown in




147

Table 31, are still difficult to distinguish by the proposed model.

Table 31 Sample images from ambiguous Thai character case.

Text Instance

ool

Ground truth

Predicted Output

LA LU-18)

WAL U-T1E

Noualms Wonluy Wingiu
q@ . UnaY Tnay
ar :i! YU YU
qo&o neee NYYY

v e )
STﬁﬂﬂﬂlﬂﬂ NVNEINA INVNYHLNA
dnadna dnaggnan

\FaUTBNNOUdUY \UTOUYUTY
Uselasyg Useladg

Partially occlusion and noise artifacts — The proposed method cannot handle
text in some occlusion and disturbance cases, as shown in Table 32. Further study

on sequence modeling may be able to improve the recognition output in this case.

Table 32 Sample images from partially occlusion case.

Text Instance Ground truth Predicted Output
5987 5980
4030 4080
ald nana aand
“ LT T WILUNNTIU WIUUANTIU
O .unw51U




148

Text Instance Ground truth Predicted Output
< =3
LNAULTR LNaU 1A
35.01ulANEd 55.01UlANEI
JUAN-SIUDUNIN B5Y1-51UDUNTT

Very long text instance — The proposed model does not explicitly handle
very long text images. Further study is required on the sequence modeling and

prediction methods. The sample of this case is shown in Figure 69.

Figure 69 Very long Thai text instance sample.
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5.2.5. Implementation Details

To the best of our knowledge, there is no standard Thai scene text dataset. Since
deep learning generally requires a massive amount of labeled training data to be
well trained, a method that generated close to real-world Thai scene text is
proposed in this dissertation. The training data used by the proposed model is
generated from the proposed Thai scene text generation method, as described in
section 4.3.7. There were 12 million Thai text instances generated in Lighting
Memory-Mapped Database (LMDB) format from the proposed algorithm. It took 20
hours to generate the entire dataset.

All trainable layers parameters are initialized by using Kaiming’s initialization
method (K. He et al., 2016). Ranger, which is an adaptive optimizer combing RAdam
(Rectified Adam) (L. Liu et al.,, 2020) and LookAhead (M. R. Zhang et al., 2019), is used
as an optimizer for this model. In the original seg2seq work (Bahdanau et al., 2015),
warmup scheduling can improve model accuracy and generalization in the adaptive
optimizer case. In this work, a cosine aneling proposed in (Goyal et al., 2018) is used
as a warmup scheduler. The warmup stage learning rate was initially set to 107 and
increased to 107 during the first 20k iterations. Then, the learning rate 107 is decayed
by a factor of 10 at every 400k iterations until the deceased to 10™. The batch size
was set to 32 and then increased to 64, 128, and 256 at 100k, 1M, 3M, and 8M
iterations by using gradient accumulation. According to this work (Smith et al., 2018),
increasing training batch sizes may slightly boost the model generalization and
accuracy. The model is then trained until the overall loss is stable. For each
experiment combination, the average training time until overall loss converged is
about 5-6 days, which mostly depends on used feature extractor size and the

number of multi-level attention layers.

All proposed models were implemented using PyTorch 1.3 and CUDA 10.1,
trained and tested under the same hardware specification, which is NVIDIA GTX 1080
Ti and Intel i7-4770K with 16GB memory. Each configuration was run for 100 times

and measure the average run time to ensure fair speed comparisons.
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6. Conclusion
In this work, a novel Thai scene text localization and text recognition method is
presented. This work can be divided into two main sub-problems: scene text
localization and text recognition. The method begins with text detection by using the
proposed multi-languages supported scene text localization algorithm. Each detected
text instance is extracted and fed into Thai scene text recognition to recognize the

input region into text transcription.

For the scene text localization section, a pixel-based scene text localization
algorithm is proposed. The proposed text localization pipeline was inspired from
semantic segmentation, which is a long-standing problem in the computer vision
field. An extended text representation based on text and border masks is also
proposed to support arbitrary text shapes. ResNet-50 combined with feature pyramid
network is used as a backbone to extract multi-scaled features from the input image.
Each scaled feature is combined and resized into the original size by using
consecutive upscaling modules, enhancing the output segmentation results. To
inference the text instances in each scale, connected component analysis is used
along with the text border map to ensure a distinct area between each text instance.
Finally, polygon-based non-maxima suppression is used on all scaled text instances,
obtaining the output text instances. The contributions for this section can be shown

as follows:

A new text representation that can express arbitrary shape text instance is
proposed. The proposed text representation uses the text pixel masks to
represent the text instances and incorporates the offset masks and text
instance border, which helps the distinguishing of adjacent text instances.

The backbone networks for scene text localization are optimized for both
accuracy and speed, depending on applications.

A post-processing method, which helps the predicted output yield higher

accuracy while marginally impact the overall inference time, was proposed.
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The qualitative experiments on standard benchmark and Thai scene text
datasets show competitive results in terms of inference speed while still

preserving acceptable accuracy.

To further improve the proposed scene text localization method, further study
on the cause of failed cases, for example, very long text instances and small text,
may provide essential clues for better text localization algorithm. Besides, further
study and experiment on a single-stage method for end-to-end scene text

localization and text recognition can lead to better practical, real-world applications.

After the text instances from scene text localization are retrieved, each cropped
text instance is fed into the proposed scene text recognition method, which can be
divided into four stages: transformation, feature extraction, sequence modeling, and
prediction. The transformation stage normalizes the cropped text instance images
into more appropriate shapes for recognition. Then, the visual feature is extracted
from normalized text image by using ResNet incorporate with Feature Pyramid
Network (FPN), which dramatically represents text in complex cases such as heavy
background clutter and small character components. Since the extracted visual
feature still lacks useful contextual information, the visually contextual feature is
extracted in the sequence modeling stage. This contextual feature is then aligned
and passed into the final prediction stage. In the prediction stage, a multi-level
attention mechanism designed explicitly for multi-level writing style languages is
used to predict the character sequence.

As Thai writing system, the global character context loss, which can slightly
improve the overall accuracy in case of occlusion and ambiguous characters, is also
incorporated to enhance global context into the predicted transcription. From the
presented Thai scene text recognition, the contribution can be concluded as follows

- The specialty design multi-scaled network structure for Thai scene text

recognition, capable of handling and representing small Thai character

components.
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- The multi-level attention mechanism can effectively transcript multi-level
language word image like Thai into text transcription

- The novel global character context loss can capture the global context to
improve overall recognition accuracy in challenging cases such as occlusion
and ambiguous characters.
The qualitative experiments on Thai scene text datasets show excellent
performance in terms of both recognition accuracy and inference speed
without any post-processing technique.
The series of ablation studies show the effectiveness of the proposed

pipeline in various configurations.

To further improve the accuracy of proposed Thai scene text recognition
method, further study on the new seg2seq paradigms such as Transformer (Vaswani
et al,, 2017), Reformer (Kitaev et al., 2020), and Linformer (S. Wang et al., 2020) may
be able to help archive better performance in term of both accuracy and
computation efficiency. Furthermore, Natural Language Processing (NLP) can be used

in the post-processing stage to improve recognition accuracy.
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