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investigations. This study proposes a solution to mitigate the overwhelming 

number of investigative cases and improve investigation performance. The 

study utilizes XGBoost for classification to detect individual spammers; and 

centrality measure and the Structural Clustering Algorithm for Networks 

(SCAN) to identify spammer groups. Experimental evaluations show that this 
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1. INTRODUCTION 

1.1. Motivation 

The eCommerce industry was developed in the early 1990s and has been 

continuously growing in the digital age, in which the Internet and mobile banking 

have become the backbone of financial payment. When the pandemic hit, the 

enforcement of lockdowns, social distancing, and others were applied. Many retailers 

inevitably had to create online channels to survive their businesses. The eCommerce 

has been rapidly growing worldwide throughout this pandemic (Brewster, 2022; 

OECD, 2020; UNCTAD, 2021); most people ineluctably buy products, services, foods, 

and beverages via eCommerce. The number of products on eCommerce has 

increased across the number of customers (Coppola, 2022; Law, 2021), so reviews 

have become a critical factor in customers' purchasing decisions. Since the reviews 

play a role in deciding for the customers to buy the products/services, the more 

positive reviews the products/services get, the more customers the retailers get (Tang 

et al., 2020). Statistically, Luca and Mintel (Luca, 2016; Press, 2015) showed that 90 

percent of customers read the reviews to support the making financial decision, and 

70 percent of the customers are inclined to trust the reviewers of other customers. 

However, some retailers cunningly do the dirty on the customers by hiring an 

individual review spammer or a group of review spammers to do positive reviews or 

even defame competitors to maximize profit gains (Xu & Zhang, 2015). 

 

Spammer groups are groups of reviewers who purposely work together to 

produce spam/fraud reviews for promoting or demoting targeted products 

(Mukherjee et al., 2011). They usually write spam reviews for products/services to 

earn more profit (Hussain et al., 2021). They camouflage their identity with different 
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reviewer IDs; for example, one spammer can have multiple IDs, and various persons 

share a single ID  (Vidanagama et al., 2020). Writing spam reviews service gets more 

attention from retailers; it quickly finds the writing spam review service on the 

Internet because it is not illegal. Many spam reviews from the spammer groups are 

enough to control the product's sentiment or perspective (Mukherjee et al., 2012; 

Wang et al., 2018); grouped spam is more urgent to detect than individual spam (Li 

et al., 2021). 

 

Spam or spammer investigation is required considerable resources in terms of 

spam/fraud specialists or ground-truth labels. Moreover, the spammer with skills in 

the spam review business can easily handcraft a fake review that is just like a 

genuine review (Mukherjee et al., 2012; Ott et al., 2011; Ye & Akoglu, 2015). 

Therefore, manually labeling reviews is an unpleasant process (Mukherjee et al., 

2011). To minimize the resources, pointing out grouped review spam is affordable 

compared to the individual spam review (Mukherjee et al., 2012; Zhang et al., 2018). 

 

Several studies and solutions have been explored and proposed. Mukherjee 

et al. (Mukherjee et al., 2012) initiated the area of review spammer group detection 

using frequent item set mining (FIM) which the customer has reviewed in common to 

identify candidate spammer groups. Group indicator set, for instance, review time, 

content, and size, and individual indicator set, such as review time, content, and 

rating. Ye and Akoglu (Ye & Akoglu, 2015) first applied two network-based markers to 

cluster reviewers. Zhang, Wu & Cao (Zhang et al., 2018) introduced a spammer group 

detection using FIM with a supervised learning method to find the spammer group. Li 

et al. (Li et al., 2017) proposed the Labelled Hidden Markov Model (LHMM) to spot 

individual and group spammers. De Meo et al. (Meo et al., 2017) proposed the 

centrality measure from the trusted network and then predicted helpfulness-based 
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reputation; as a result, the trust relationship produced the most helpful reviews on 

the community platforms. Hussain et al. (Hussain et al., 2021) presented a spammer 

group detection that utilizes the Structural Clustering Algorithm for Networks (SCAN) 

algorithm to highlight the candidate spam groups and use individual and group 

indicators to calculate spamming scores for each group. 

 

Although many studies have introduced the group of spam detection 

solutions, there are still unexplored areas to unveil. We have borrowed the centrality 

measures, individual, group behavioral indicators, linguistic indicators, and the SCAN 

algorithm. These new combinations improve the precision and recall compared to 

the previous study with the same dataset. Finally, this study could be an assistance 

to the investigation process. 

 

1.2.  Objective and Contribution 

This study proposed a novel approach to spot the spammer group using 

centrality measures, co-reviewer graph, and Structural Clustering Algorithm for 

Networks (SCAN). The proposed framework helps to optimize the investigation 

process by scoping down the number of suspicious spammers and minimizing the 

full-time equivalent (FTE) of spammer specialists, in other words reducing the 

workload or investigation cases of the spammer specialists. 

 

First, we find the individual spammer using XGBoost–the supervised learning 

method, with two individual indicator sets; 1) linguistic set {Linguistic Inquiry and 

Word Count (LIWC) (Pennebaker & Lay, 2002), readability (DuBay, 2004), credibility, 

Part of Speech (POS) tagging, and evidentiality of content (Su et al., 2010)}; 2) 

reviewer behavior set {review gap, life tenure, rating entropy, and rating deviation}. 
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Next, we apply Eigenvector Centrality to calculate a product vector of disease scores 

and apply the scores to create co-reviewer graphs, in other words, paring reviewers 

who show the similarity in review post time, review rating, and vector of disease 

scores. The co-reviewer graphs are fed into the SCAN algorithm to identify candidate 

spam groups. Then, using group indicator set {review tightness and rating variance} to 

calculate the spam scores of each candidate spammer group. Finally, we get the 

suspicious spammer groups attached with support reasons and the number of 

suspicious individual spammers in the groups. 

 

To the best of our knowledge, the contribution of this paper is: 

1. This study is the first study that applies centrality measures of spammers into 

the products/services dimension to identify the relationship of suspicious 

spammers and use it to form candidate spam groups. 

2. This study utilizes linguistic review, reviewer behavior, and characteristics of 

the candidate group indicator set to identify the spammer group. 

3. We achieve higher precision and recall performance in the co-reviews graph 

with the SCAN algorithm compared to Hussain et al. (Hussain et al., 2021) with 

the same dataset, which is the YelpNYC dataset. It contains reviews for 

restaurants in New York City collected from Yelp.com from 2004 to 2015. The 

dataset collects the information of user ID, product ID, review date, review 

rating, and label of spam/suspicious reviews. It has 160,225 reviewers (17.29% 

spammers) and 359,052 reviews (10.27% spammer reviews). 
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2. BACKGROUND 

2.1. eCommerce 

eCommerce is known as electronic commerce or Internet commerce. 

eCommerce also refers to the physical store on the Internet. Global data reports, 

that in 2020, eCommerce has been rapidly grown by 27.6% and expanded worldwide 

(Shepherd, 2022). Most things could be able to order from the eCommerce – 

products, services, foods, and beverages. eCommerce could be recognized as a 

community since customers can share their experience on the ordered 

products/services, moreover, the experience in the form of reviews is of value to 

other customers to make the financial decision. 

 

2.2. YelpNYC Dataset 

Yelp publishes crowd-sourced reviews about business platforms that develop 

the Yelp.com website and the Yelp mobile app (Yelp, 2022). YelpNYC dataset 

contains reviews for restaurants in New York City collected from Yelp.com. The 

dataset collects the information of user ID, product ID, review date, review rating, and 

label of spam/suspicious reviews. Even though the label YelpNYC dataset produced 

from Yelp anti-fraud filter had not reached the perfect, Weise  has generated the 

accurate results (Weise, 2021). Consequently, Rayana and Akogulu (Rayana & Akoglu, 

2015) were the first to use the YelpNYC dataset to propose their study. This dataset 

helps conduct the fundamental of spammer group detection due to its rich 

information. 
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2.3. XGBoost for Classification 

XGBoost is the short-term Extra Extreme Gradient Boosting; it is also designed 

to be used with large, complicated datasets and support regression and classification 

problems (Chen & Guestrin, 2016). In the classification part, the probability of each 

class goes to fifty percent if it tries to predict two classes. It then uses the Residual to 

calculate the similarity score for the leaf. 

 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒

=  
(∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙)2

∑[𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 × (1 − 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖)] +  𝜆
 

 1) 

 

Since the XGBoost is one of the decision tree algorithms, the samples are 

split and repeatedly calculated the similarity score. 𝜆 (lambda) is added to prune 

the leaves easier. Then calculate the Gain of the roots, then use the Gain to select 

the branch's threshold. It is continuously building the tree until it reaches the 

number of levels. 

 

𝐺𝑎𝑖𝑛 = 𝑙𝑒𝑓𝑡𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 + 𝑟𝑖𝑔ℎ𝑡𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 − 𝑅𝑜𝑜𝑡𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (

2) 

 

In addition, Cover is the value to limit adding the leaf in XGBoost. Cover 

could be interpreted as the Minimum Child Weight. 

 

Cover = ∑ [𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 × (1 − 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖)] (

3) 
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To prune the tree, it calculates the difference between the Gain associated 

with the lowest branch and the γ (gamma) we have picked. The tree will be pruned 

if the difference is a negative number. Next, determine the Output Value for each 

leaf, and the computation of the tree is complete.  

 

Output Value =  
∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙

∑[𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 × (1 − 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖)] +  𝜆
 

 (4) 

 

Now, it can make a new prediction; likewise, the other boosting method, 

XGBoost for Classification, also makes new predictions by starting with the initial 

prediction by converting this probability to a log(odds) value and then adding the log 

odds of the initial prediction to the output of the tree, which is scaled by a learning 

rate 𝜀 (eta). Finally, using the Logistic Function to convert the log(odds) value into a 

probability, continuously building another tree with the new residual and keep 

building trees until the residuals are minimal or reading the maximum number of 

trees. 

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑒log (𝑜𝑑𝑑𝑠)

1 + 𝑒log (𝑜𝑑𝑑𝑠)
 

(

5) 

 

 

2.4. Eigenvector Centrality 

Eigenvector Centrality EC (v) is one of the five popular centrality measures – 

Degree Centrality, Closeness Centrality, Betweenness Centrality, PageRank, and 

Eigenvector Centrality (Meo et al., 2017). EC (v) was built based on the ideas of 

Eigenvector and Eigenvalue to form the relationship among the network 

(EigenvectorCentrality, 2022). Eigenvector represents the relationship of all vertices in 
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the network as an adjacency matrix and then transfers the important/influence factor 

to the successive vertices via Eigenvalue. The Eigenvalue returns each vertex's 

significant/influence value in the network. The idea of an eigenvector shows in the 

following equation, where A is the adjacency matrix of the network, 𝑣⃑ is the 

eigenvector, and 𝜆 is the Eigenvalue: 

 

𝐴𝑣⃑ = 𝜆𝑣⃑ (

6) 

The equation is read as A times 𝑣⃑ gives the same result as scaling the 

eigenvector 𝑣⃑ by eigenvalue 𝜆. In order to get the values of 𝜆, the eigenvector and 

their eigenvalues of a matrix A need to be found in the first place. The common way 

to rewrite the equation is to factor the 𝜆 out and write it as 𝜆 times 𝐼 where 𝐼 is 

the identity matrix with 1’s down the diagonal (3Blue1Brown, 2016). 

 

𝐴𝑣⃑ = (λI)𝑣⃑ (

7) 

On both sides is matrix-vector multiplication, subtracting (λI)𝑣⃑ off both sides 

and factoring out the 𝑣⃑ on the left-hand side. 

 

𝐴𝑣⃑ − (λI)𝑣⃑ = 0⃑⃑ (

8) 

 

(𝐴 − (λI))𝑣⃑ = 0⃑⃑ (

9) 

Now, we get a new matrix that is always true if  𝑣⃑ is the zero vector. 

However, we want a non-zero eigenvector. The only way to make the product of a 
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matrix with a non-zero vector become zero is if the transformation associated with 

that matrix squishes space into a lower dimension, that is squishification function 

corresponds to a zero determinant for the matrix. 

 

𝑑𝑒𝑡(𝐴 − (λI)) = 0⃑⃑ (

10) 

We can tweak 𝜆, as that value of 𝜆 changes, the matrix itself changes, and so 

the determined of the matrix changes. The goal is to find a value of 𝜆 that will turn 

this determinant to zero, which means the tweaked transformation of squished 

space into a lower dimension. For example, 𝜆 can only be an eigenvalue if this 

determinant happens to be zero, we can conclude that the only possible 

eigenvalues are 𝜆 equals 2 and 𝜆 equals 3. 

 

det ([
3 − λ 1

0 2 − λ
]) = (3 − λ)(2 − λ) = 0 

(

11) 

 

λ = 2 𝑜𝑟 λ = 3  (

12) 

 

Finally, when we replace all the values back into equation 6, it can be 

interpreted that each node (𝑣1, 𝑣2) will transfer the important/influence factor via 

the eigenvalues 𝜆. This is the concept of Eigenvector Centrality with Eigenvectors 

and Eigenvalues. 

 

[
3 1
0 2

] [
𝑣1

𝑣2
] = 2 [

𝑣1

𝑣2
] ;  𝑤ℎ𝑒𝑛 𝜆 = 2  

(

13) 
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2.5. Structural Clustering Algorithm for Networks (SCAN) 

SCAN is the algorithm to cluster vertex in the network, which stands out in 

resistance to noise and handling clusters of different shapes and sizes (Xu et al., 

2007). The idea of SCAN is to use the information of who associates with whom to 

identify clusters of individuals with common interests or unique relationships. For 

computing the SCAN, first, the immediate neighborhood of a vertex needs to be 

defined (i.e., the set of people that an individual knows).  

 

Secondly, the structural similarity is computed to measure the similarity of 

the two vertices; a significant similarity value means this pair is a clique member and 

a small value for hub and outliers. 

 

𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑎𝑙 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑣, 𝑤) =  
Structural Similarity (v, w)

√(𝑛𝑜. 𝑣′𝑠 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠) × (𝑛𝑜.  𝑤′𝑠 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠)
 

 14) 

 

It is considered the core whether the vector has several neighborhoods with a 

structural similarity score greater than the threshold. Direct Structure Reachable of v 

Figure 1: The neighborhood of a vertex 
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and w is defined when v is the core and w, whose has structural similarity higher 

than the threshold, is a neighbor of v. Finally, all vertices, including cores and the 

Direct Structure Reachable, are added to the SCAN algorithm to get Structure-

Connected Cluster as shown in Figure 2. 

 

 
Figure 2: The Structure-Connected clusters 
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3. REVIEW OF LITERATURE 

The following section summarizes various approaches we use to build 

spammer group detections. 

 

3.1. Spammer Group Detection and Diversification of Customers’ 
Reviews 

This study proposed a novel method to detect the suspicious spammer 

groups on the eCommerce platform (Hussain et al., 2021). Co-reviewer graphs hold 

the reviewers who share similarities in review post time and rating indicators. Next, 

the co-reviewer was fed into the Structural Clustering Algorithm for Networks (SCAN) 

algorithm to spot the candidate spam groups. Individual indicator set {time 

burstiness, maximum number of reviews, and average rating deviation}; and group 

indicator set {review tightness, product tightness, rating variance, group size, and 

reviewer ratio} are used to calculate the spam score for each candidate spam group. 

The candidate spam group is identified as a spammer if the score exceeds the 

predefined threshold value. This study's outcome helped identify the group of 

spammers and classify the non-spam reviews. However, it still has an area to 

improve precision and recall in identifying the spammer group method, for instance, 

by adding the linguistic indicators. 
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Figure 3: The framework of the Spammer Group Detection (SGD) method 

 

 

3.2. Using Centrality Measures to Predict Helpfulness-Based Reputation 
in Trust Networks 

Centrality measures are essential to identify the most influential or central 

position in the trusted network (Meo et al., 2017). This study applied five centrality 

measures – Degree Centrality, Closeness Centrality, Betweenness Centrality, 

PageRank, and Eigenvector Centrality– to calculate the centrality-based reputation 

(CBR) scores. The CBR scores were investigated to determine whether they could be 

used as a helpfulness-based reputation (HBR) reviewer. As a result, it showed that 

CBR scores could predict the HBR ones, and the Eigenvector Centrality performed the 

best among the other measures. To prove the result, they applied Gradient Boosting 

Regression to highlight the relationship between CBR and HBR scores, and the 

experiments confirmed that CBR scores are good predictors of HBR ones. 
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3.3. Do Reviewers’ Words and Behaviors Help Detect Fake Online 
Reviews and Spammers? Evidence from a Hierarchical Model 

While most studies in spam detection on eCommerce platforms focused on 

reviewers' behavior and review metadata such as time and rating, this study was 

interested in the fact that the same reviewer who writes reviews often shows a 

unique style or pattern because each reviewer has their distinct style (Le et al., 2022; 

Pennebaker & Lay, 2002). Hierarchical Logistic Regression (HLR)-base model proposed 

in detecting the fake reviews based on both linguistic {LIWC factors (Pennebaker & 

Lay, 2002), readability, credibility, evidentiality, and POS}; and behavioral 

characteristics {rating entropy, rating deviation, review count, lift tenure, and review 

gap}. The outcome showed that HLR could identify fake reviews and review 

spammers more accurately than the standard machine-learning algorithms – Support 

Vector Machine (SVM), K-Nearest Neighbors algorithm (KNN), Naive Bayes classifier 

(NB), and Random Forest (RF). This study evaluated the proposed model by recency 

and duration analyses as shown in Figure 4. 

 
Figure 4: The system framework of the HLR model. 
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3.4. Collective Opinion Spam Detection: Bridging Review Networks and 
Metadata 

This study proposed SPEAGLE, which utilizes the metadata (text, timestamp, 

and rating) and the relational data (review network) from the three real-world review 

datasets from Yelp.com (Rayana & Akoglu, 2015). SPEAGLE could detect fake reviews 

and spammers. Moreover, this study designed a light version of SPEAGLE called 

SPLITE, and it performed more efficiently than the SPEAGLE due to using a subset of 

features to reduce computational overhead. Finally, SPEAGLE was the most 

significant scale qualitative evaluation performed to date for the opinion spam 

problem, outperforming several baselines and state-of-the-art methods. 

 
Figure 5: The system framework of the SPEAGLE 
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4. PROPOSED GROUP OF THE SPAMMER DETECTION 

This chapter introduces the methodology of the proposed spammer 

detection group and the dataset we use for our spammer detection. 

 

Streitfeld, Sun and Loparo (Sun & Loparo, 2019) revealed one-third of 

customer reviews were a fraud. Indeed, D'Onfro (D'Onfro, 2013) reported that the 

number of fake reviews on Yelp rose to 20% in 2013 from only 5% in 2006. 

Furthermore, in many previous studies, the Yelp dataset is the most frequently used 

in review spammer detections. Thankfully, we received the Yelp dataset from 

Shebuti Rayana. Rayana and Akogulu (Rayana & Akoglu, 2015) proposed the first 

spammer detection study that used the Yelp dataset. Moreover, the YelpNYC dataset 

is the same dataset our main study applied to detecting group review spam for 

training their model (Hussain et al., 2021). The YelpNYC is a review text file containing 

reviews from New York hotels and restaurants from 2004 to 2015. There are 359,052 

reviews written by 160,225 reviewers, 10.27% spam reviews, and 17.79% spammers. 

 

Since our main contribution is constructing a centrality measure of spammers 

into the products/services dimension to identify the relationship of suspicious 

spammers, the spammer is seen as an analogy for a vector of disease, and 

products/services are the disease container. Hence the reviewers who have reviewed 

the disease container (products/services) will have more chance of getting the 

disease or being one of the spammer groups. However, this process requires the 

reviewers' health records (whether they are spammers). We first utilize the XGBoost 

for classification to predict the potential spammers based on the linguistics review 

and reviewers' behavior. We give attention to the linguistic aspects because the 

writing style is unique and challenging to develop in a short period. Therefore, 
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distinguishing spam reviews using linguistics is crucial (Le et al., 2022; Ott et al., 2011). 

Behaviors of reviewers are no less important, according to many previous studies that 

have been proposed. (Choo et al., 2015; D'Onfro, 2013; Hussain et al., 2021; Wang et 

al., 2018; Zhang et al., 2018). The definition of each indicator is clarified as follows: 

 

1. LIWC approach was developed by Pennebaker and Lay (Pennebaker & Lay, 

2002). It separates the review content into the 11 linguistic dimensions–

effective processes, cognitive processes, negations, pronouns, quantifiers, 

social words, tentative words, word count, family-related words, leisure-

related words, and words longer than six letters. 

2. Readability was introduced over the past 80 years (DuBay, 2004). The higher 

score the review gets, the more genuine score gets. 

3. POS tagging considers the particular part of speech into four main categories–

verbs, adverbs, adjectives, and superlatives. 

4. Evidentiality ranks the reviewer's confidence in model adverbs, lexical, 

auxiliary verbs, and epistemic adjectives (Su et al., 2010). 

5. Time burstiness with three days threshold is defined based on the study that 

the spammer accounts activated in a short time to achieve their goal. 

6. A maximum number of reviews in a single day could spot the spammer 

because spammers usually post many reviews in a single day. 

7. Average rating deviation is another indicator that can identify the spammer. 

Logically, a spammer gives the same product ratings to promote or defame 

the product. 

 

We build a co-reviewer graph (Hussain et al., 2021; Kaghazgaran et al., 2019). 

The co-reviewer graph links two reviewers who show similarities in reviewing products 

and time. The co-reviewer pairs the similarity between reviewer V and W, 
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represented by CRS(V, W, p), where p is a product V and W both reviewed in 

common. t is the time when the reviewers reviewed product p, and R represents the 

rating score of the product p. 

 

𝐶𝑅𝑆(𝑉, 𝑊, 𝑝) =  {
0, (|𝑡𝑉

𝑝
− 𝑡𝑊

𝑝
| >  𝛼) 𝑂𝑅 (|𝑅𝑉

𝑝
− 𝑅𝑊

𝑝
| >  𝛽)

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

15) 

 

Then, we use co-reviewer similarity (CRS) to compute the weight edge 

between reviewer V and reviewer W, represented by 𝜆(𝑉, 𝑊); the weight edge 

equals one means both V and W show similarity; in other words, V and W are co-

reviewers. 

 

𝜆(𝑉, 𝑊) =  {
0,   ∀𝑝 ∈  𝑃𝐴 ∩ 𝑃𝐵 , 𝐶𝑅𝑆(𝑉, 𝑊, 𝑝) = 0

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

16) 

 

 Next, we utilize eigenvector and eigenvalue to rank a product's 

disease/spam score in the network using the individual suspicious spammer from 

XGBoots. Finding the network's centrality is our inspiration in this step. As 

aforementioned, we name the product reviewed by a spammer as a product review 

vector of disease to infer that once the reviewers review this product, they have 

more chance of being a spammer. The disease/spam will spread to any reviewer 

who comes to review the product vector of the disease. For example, the reviewer, 

who often reviews the product vector of the disease, will show a high risk get the 

disease; in other words, this reviewer has a high chance of being a spammer. 
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 Last but not least, to form the group of suspicious reviewers, we feed 

the co-reviewer graphs into the SCAN algorithm. As a result, we get a group of strong 

relationships among reviewers, and the group member shares common interests. As 

mentioned in Review of Literature chapter, the SCAN algorithm is driven by three 

main fragments: structural similarity score, identifying core node process, and Direct 

Structure Reachable (DSR). 

 

 Once we get the suspicious group of spammers from the SCAN 

algorithm, we apply the group indicator as the following to increase the precision of 

our detection. 

1. Review tightness shows the ratio of the number of reviews in a group and the 

cardinality of the Cartesian product–the reviewer set and the product set in 

the group. 

2. Rating variance identifies the rating tone of the group, which the spammer 

group mostly reviews in the same direction. 

3. The reviewer ratio informs whether the suspicious group has ever dominated 

the product reviews. 

 

 Finally, in each group, we sorted the suspicious group by the 

percentage of individual spammers (suspicious individual spammers from the 

XGboost for Classification). For instance, the first rank of the suspicious group is the 

group with the highest percentage of individual spammers; let us say it has five 

individual spammers out of six members in the group, or 83%. 

 

To achieve our objective, optimize the investigation process and minimize the 

full-time equivalent (FTE). We provide a report of suspicious spammer groups with 
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supporting reasons using 95% confidential intervals, the interquartile range (IQR), and 

the number of suspicious individual spammers in each group. 

 

Figure 6: The framework of the proposed group of the spammer detection method 
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Algorithm 1: SCAN Algorithm 

input:  𝑉 =  𝑣𝑛−1, 𝑣𝑛−2, 𝑣𝑛−3 . . . 𝑣0  

output:  G =  𝑔𝑛−1, 𝑔𝑛−2, 𝑔𝑛−3 . . . 𝑔0 

: 

Prepare an empty dict for suspicious groups 𝐺 

𝑔𝑟𝑝_𝑖𝑑 ← 0 

for 𝑒𝑎𝑐ℎ 𝑣 𝑖𝑛 𝑉 do 

    if 𝑔𝑟𝑝_𝑖𝑑 =  0 𝑜𝑟 𝑛𝑢𝑚_𝑚𝑒𝑚𝑏𝑒𝑟(𝑔𝑟𝑝) > 0 then 

        𝑔𝑟𝑝_𝑖𝑑 ← 𝑔𝑟𝑝_𝑖𝑑 + 1 

        G ← 𝐺𝑟𝑜𝑢𝑝(𝑔𝑟𝑝_𝑖𝑑) 

    if 𝑣 𝑖𝑠 𝑎 𝑐𝑜𝑟𝑒 then 

        for 𝑒𝑎𝑐ℎ 𝑦 𝑖𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑣 do 

            for 𝑒𝑎𝑐ℎ 𝑥 𝑖𝑛 𝑣𝑒𝑟𝑡𝑒𝑥 𝑜𝑓 𝑦 do 

                if 𝑥 ∉  ∀𝐺 𝑎𝑛𝑑 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒𝑠(𝑥) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

then 

                    G ← 𝑥 

        if 𝑛𝑢𝑚_𝑚𝑒𝑚𝑏𝑒𝑟(𝐺) = 1 do 

            G ← ∅ 
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5. RESULTS 

 In this chapter, we will summarize our proposed group of spammer 

detection to Hussain’s detection (Hussain et al., 2021). The results we compare are 

not from their original framework of spammer group detection. We aim to develop a 

framework that first applies the centrality measures of influencer/spammer into the 

products/services dimension. Second, we combine three characteristic indicators: 

linguistic review, reviewer behavior, and group behavior. Last, we propose a different 

strategy for identifying the spammer group. 

 

We use the same YelpNYC dataset in the implementation process with 

Hussain’s study. On the one hand, Hussain et al. used YelpNYC only for the training 

model part and another dataset for the testing part. On the other hand, we use 

YelpNYC in both the training and testing parts. YelpNYC dataset was collected from 

2004 to 2015. It has 160,225 reviewers (17.29% spammers) and 359,052 reviews 

(10.27% spammer reviews). 

 

For this study, we focus on the high recall and spammer rate of each group 

of spammers because the purpose of the study is to decrease the burden of 

investigation resources, such as the workload of spammer specialists and time-

consuming. Since we have a ground truth of an individual spammer, we propose that 

the suspicious spammer groups will be predicted correctly if the groups have more 

than 50% of the individual spammers. Then, we compare the detection performance 

by selecting the most suspicious spammer group from 30 to 179 groups. As a result, 

our result shows higher precision and recall, with fewer suspicious reviewers in the 

group that led to our objective. 
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Table 1: Performance comparison of fraud group class of spammer groups detection 

using YelpNYC dataset. 

 

 

 

 

 

No. 

Group 

Fraud Precision (%) Fraud Recall (%) Accuracy (%) 

Previous 

Study 

Proposed 

Study 

Previous 

Study 

Proposed 

Study 

Previous 

Study 

Proposed 

Study 

30 7 29 100 75 7 43 

40 7 28 100 80 7 42 

50 6 25 100 80 6 48 

60 7 22 100 80 7 50 

70 6 19 100 80 6 47 

80 6 17 100 80 6 49 

90 7 15 100 80 7 49 

100 7 15 100 82 11 48 

110 7 15 100 82 19 52 

120 7 15 100 82 26 56 

130 7 15 88 82 31 59 

140 7 15 88 82 36 62 

150 7 15 78 82 39 65 

160 7 15 70 82 42 67 

170 7 15 64 82 45 69 

179 7 15 64 82 48 70 
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No. 

Group 

No. Reviewers No. Suspicious 

Previous 

Study 

Proposed 

Study 

Previous 

Study 

Proposed 

Study 

30 239 227 239 115 

40 318 301 318 162 

50 390 389 390 178 

60 506 490 506 208 

70 614 574 614 243 

80 674 663 674 263 

90 799 758 799 290 

100 858 827 835 329 

110 943 927 835 335 

120 1036 992 835 335 

130 1107 1121 835 335 

140 1181 1171 835 335 

150 1236 1231 835 335 

160 1300 1327 835 335 

170 1396 1380 835 335 

179 1538 1429 835 335 

Table 2: Comparison of the number of investigations where the number of reviewers 

are in normal and spammer groups, and the number of suspicious are in the spammer 

group. 
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6. DISCUSSION 

6.1. Summary of Findings 

This study contributes a framework of group spammer detection to facilitate 

the investigation process and reduce the workload of spammer specialists. We 

perform several experiments and angles of comparison with the previous study 

(Hussain et al., 2021), and the results show that our framework performs better in 

optimizing the investigation workload. Moreover, the framework can minimize the 

previous study's workload and reveals higher precision and recall. 

 

This study has aggregated numerous ideas and inspirations from many superb 

studies, including Hussain et al. In the development phase, we develop the spammer 

group detection following Hussain et al. step by step and test the performance by 

the same dataset as them; we find that the precision from their detection can be 

improved based on our measurement method. The suspicious groups from the 

mocked detection contain many non-spammer or normal reviewers, and the size of 

the suspicious groups need to be smaller to reach this proposal's objective. To 

improve the precision and reduce the number of suspicious reviewers at once, we try 

to spot the suspicious spammers and track them by the product they reviewed. 

Since the spammer groups aimed to control the product's perspective (Mukherjee et 

al., 2012), they were inclined to write many reviews on the same product. We take 

how spammer groups work together as an advantage by adopting Network Centrality 

to capture the product many suspicious spammers reviewed. Hence, we can create 

co-reviewers with higher confidence that they might work together as a spammer 

group. The result confirms that we get higher precision and a smaller group as 

expected which is a significant point of our objective. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

26 

 

 

Another interesting finding from the result is that the linguistic spammer 

indicator can guide us to find some suspicious spammers. Still, some real spammers 

were very good at camouflaging themselves since their writing styles and linguistics 

showed an unsuspicious sign. However, three indicators, linguistic, reviewer behaviors, 

and group behaviors, perform much better than only one or two indicators; they can 

tell us more than just the writing style but demonstrate the behaviors that help to 

create rule-based to prevent or catch the spammer group better. 

 

6.2. Future Work 

Even though our framework performs better than the previous study, it still 

has several areas that can be improved to increase the precision and find new 

contributions of the spammer group detection. For instance, using up-to-date 

datasets because customer behaviors have been changing during the pandemic hit 

(Brewster, 2022; OECD, 2020; UNCTAD, 2021). The e-commerce platforms promoted 

new business strategies to get customers into their platforms, such as giving a free 

shipping campaign or a flash sale period. Therefore, spammers and their groups must 

update their tricks to avoid being caught and make their spam reviews look 

authentic. That means we must update or add new behavior indicators up-to-date 

and retain the model. 

 

Another crucial point to determine the performance matrix in the future is 

the ground-truth labels of the spammer group, which is the most challenging work 

because it requires the spammer specialists to make the ground-truth labels, and we 

need to collaborate and work closely with the e-commerce platform. 
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