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was performed using DFT. The effect of the Hubbard U, which was varied as U 
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studied. This work aims to understand relatives of coke formation, oxygen vacancy, 
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CHAPTER I  
INTRODUCTION 

1.1.  Introduction 
Catalyst deactivation is a well-recognized phenomenon in the petroleum and 

chemical catalytic industries, such as oil refining, pollution control, and organic 
synthesis. The catalyst deactivation is unavoidable for most processes, these 
consequences may be avoided, postponed, or even reversed. Also, the industry 
costs for catalyst replacement or shutdown of the process required huge investment. 
Accordingly, understanding the root causes of the deactivation is an important factor 
for enhancing catalyst efficiency and preventing undesirable failures to minimize 
future catalyst deactivation [1, 2]. After decades of research, the heterogeneous 
catalysts such as metal oxides, such as Al2O3, SiO2, TiO2, ZnO, and ZrO2 etc. [3], were 
recently used in many processes, including dehydrogenation, deoxygenation, water 
gas shift, hydrodesulphurization, and thermal catalytic decomposition, as these 
catalysts have interesting physicochemical and economical properties. Regarding the 
thermochemical process, TiO2 (titanium dioxide or titania) is a great metal oxide 
catalyst as a strong metal that encourage the interaction, including acid–base 
property, and chemical stability compared to other metal oxides. TiO2 has several 
advantages for low toxicity, earth abundance, corrosion resistance, high surface area, 
thermal and chemical stability [4]. TiO2 exists in three important crystalline forms, 
including anatase (A-TiO2), rutile (R-TiO2) and brookite (B-TiO2). The anatase and rutile 
are the most common types. The rutile has a larger crystalline size and its more 
stable than anatase phase. The most common polymorph of anatase and rutile are 
the 101 and 110 planes, respectively, due to its lower surface energies [5]. Many 
researchers revealed that anatase started to transform to rutile at 600°C and the 
rutile is stable when the temperature above 800°C. For the brookite is an 
orthorhombic structure, the third structure, which is metastable and usually 
converted to anatase and rutile when the temperature is raised to 500°C during the 
reactions [6]. Therefore, the brookite phase is rarely utilized. 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2 

 Lee Eng Oi et al. investigated the TiO2 in mesoporous, which calcined at the 
temperature (400-800°C) in the deoxygenation of triolein. The results showed the 
phase transformation of catalyst, changed anatase to rutile phase, including reduce 
the total acid amount of TiO2 catalyst and enhance heavy carbon as coke on the 
surface [7]. Chun-Feng Li et al. studied the catalytic performance of defective TiO2 
catalyst in propane dehydrogenation (PDH) in both phases and the results showed 
that anatase is a good phase for PHD reaction. However, coke deposition will be 
generated when the concentration of oxygen vacancies (O-vacs) are increased, which 
influence to the PDH reaction and decrease the propane conversion[8]. These are 
related to the point that does coke formation, oxygen vacancy, and phase 
transformation affect the catalyst's deactivation. 

 In the 90s the DFT method was developed and has been widely applied in 
several systems [9] where standard DFT predicts delocalized solutions with 
experimental data . The two main types of exchange-correlation functionals that are 
extremely used are LDA and GGA functions. The various GGA function was 
continuously developed, such as PBE which developed by Perdew, Burke and 
Ernzerhof [10]. However, The failures of pure density functional methods of LDA or 
GGA could be corrected by introducing an additional U term which based on a 
simple Hubbard model and encourages the excess electronic charge localization, 
with the qualitative distribution depends on the value of U [11]. And another failure 
is  the dispersion correction which could be corrected by using the Van der Waals 
(DFT-D3) for enhancing more specific and higher accuracy dispersion coefficients [12].  

 However, many U correction values have been investigated to find the 
appropriate on the electronic properties that close to the experiment as the DFT is a 
method to predict complex system behavior based on the 
model interactions between particles at an atomic scale in some way that the 
experiment difficulty explain.  To prehension the effect of U values, which seem to 
observe in range 4 – 6 eV from many previous research works [9, 11, 13-17]. 
Moreover, the addition of the Grimme dispersion correction can help to improve 
those failures. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 3 

 In this work, TiO2 has investigated its deactivation as a catalyst and to understand 
the effects of the Hubbard U correction in the range of 4 - 6 eV on its electronic 
properties with/without the DFT-D3 to understand relatives of coke formation, 
oxygen vacancy, phase transformation and the effect of temperature on coke 
adsorbed on surfaces in the range of 400-1000°C that affects the deactivation of 
catalyst to minimize future catalyst deactivation in different DFT methods.  

  
1.2.  Objective 

 To investigate the relatives of coke formation, oxygen vacancy and phase 
transformation that deactivates TiO2 on A-TiO2 (101) and R-TiO2 (110) surfaces in 
thermochemical processes via density functional theory (DFT). 
 

1.3.  The scope of the research 

 
 

Figure 1 The three mains caused to the deactivation of TiO2 catalyst 
 
1.3.1. Study the deactivation by coke formation on TiO2 catalyst for thermochemical 
processes. 

1.3.1.1. Study the effect of phase transformation from anatase to rutile TiO2 on 
coke formation including atomic (C1), dimer (C2), and trimer (C3) cokes. 

1.3.1.2. Study the effect of oxygen-vacancy of anatase and rutile TiO2 on coke 
formation including C1, C2, and C3. 

1.3.1.3. Compare coke formation of C1, C2, and C3 on defected anatase and 
rutile TiO2 surfaces.  
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1.3.2. Study the deactivation of catalyst with the effect of temperature on coke 
adsorbed on surfaces. 
1.3.3. Study the effect of different exchange-correlation methods of LDA and GGA on 
electronic properties of TiO2 catalyst comparing to experimental investigation. 
1.3.4. Study the effect of Van der Waals correction on coke on electronic properties 
and optimized geometries of coke on TiO2 surfaces. 
1.3.5. Study the effect coulomb interaction energy U on the bandgap and the self-
consistent on electronic properties of TiO2 surfaces. 
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1.4.  Research Methodology 
 

 
 

 

 

Review the literatures of TiO2 as a catalyst in anatase and rutile phases

Build and optimize the perfect and defect surface systems of anatase (101) and rutile (110) 
via LDA, LDA+U, GGA, GGA-D3, GGA+U, and GGA+U-D3

Optimize the O-vacancy formation on the possible active sites 

to investigate the stable active sites, calculate the O-vacancy formation energy

Optimize the carbon adsorption (C1,C2, and C3) on the possible active sites

to investigate the carbon adsorption on the stable active sites, 

and calculate the adsorption energy of the carbon adsorption

Analyze electron transfer in terms of charge accumulation/depletion regions

Discussion and conclusion
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CHAPTER II  
BACKGROUND AND LITERATURE REVIEWS 

 

2.1 Density functional theory (DFT) 
 

2.1.1. History of DFT 
In 1926, Erwin Schrödinger published the first famous wave equation, which is a 

mathematic equation to describe the physical properties of quantum phenomena 
and wave function movement as shown in the following equation below [18] 

 
ĤΨ = EΨ                                                    (1) 

 
where Ĥ, Ψ, and are the Hamiltonian operator, the wave function, which the 
positions dependent on all electrons, and the energy of the system, respectively. 

Even though, the wave function method has been successfully studied for 
small molecules' properties, which are unsuitable for studies of large system, 
extended solids. This function is also limiting to systems with a small number of 
electrons. Afterward, in 1927, Max Born and J. Robert Oppenheimer expanded a new 
approximation which is the Born-Oppenheimer approximation (BOA) from the 
Schrödinger’s equation to describe the quantum behavior of the system of 
molecules because the mass of the nucleus (1.67x10-27 kg) is much greater than the 
mass of the electron (9.1x10-31 kg). Hence, the nucleus positions can be assumed 
fixed, and the wave function (Ψ) depends only on electron positions (r) as shown in 
the following equation (2): 

 
Ĥ(r)Ψ(r) = EΨ(r)                                            (2) 

 
However, this equation can solve only simple systems which is not able to 

complex systems. In 1964, Hohenberg and Kohn approached a functional that can 
solve the problem of finding the ground state energy of the electron in the external 
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potential. They presented that the ground-state total energy is a unique function of 
the electron density by developing the Schrödinger’s equation. However, this 
function still limited for the definition that involved a set of 3N-dimensional trial 
wave functions which minimize the overall functionality. A year later, Kohn and 
Sham, who generated an idea to solve an iterative set of equations with a solution of 
a one-electron wave function that depends only on three spatial variables. The 
equation is referred to as the Kohn-Sham’s equation, as shown below:  

 

(−
1

2
∇2 + υeff(r) – ϵj)φj(r) =  0                                    (3) 

with 

υeff(r) =  υ(r) + ∫
n(r′)

|r−r′|
dr′ + υxc(r)                            (4) 

 
where υ(r) is the external potential, 𝜐𝑥𝑐(𝑟) is the exchange-correlation potential, 
and ϵj is the Kohn-Sham’s orbital of energy. 

This function depends on the overall density function. Hence, this density 
needs to be known to define the effective potential then the equation can be 
solved. Also φj(r) is according to the jth. The ground state density is given by: 

 

n(r) =  ∑ |φj(r)|
2N

j=1                                          (5) 
 

To solve equation 5. The φj(r) is used to generate to define the equations that 
are include self-consistent. In final, the ground state energy is given by: 

 

E =  ∑ 𝜖𝑗 + 𝑗 E𝑥𝑐[𝑛(r)] − ∫ 𝜐𝑥𝑐(r)n(r)dr − 
1

2
∫
n(r)n(r′)

|r−r′|
dr′r            (6) 

 
where Exc[n(r)] is the exchange correlation energy. However, the exact form of the 
exchange correlation energy is still unknown [19]. 
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2.1.2. The Exchange Correlation Approximation 
 The exchange correlation Approximation are extremely used in two main types 

DFT are the local density approximation (LDA) and the generalized gradient 
approximation (GGA). 

 First, LDA is used to estimate the density of the electron that has spatially 
uniform at all locations, but it seems to be work only in homogenous gas and a 
reasonable approximation for sluggardly varying densities. The LDA tends to predict 
in molecular, solid and semiconductor systems for the bandgap problem, as shown 
in the following equation (7): 

 
Exc
LDA[n(r)] =  ∫ n(r)εxc

hom[n(r)]dr                                  (7) 
 

where εxchom[n(r)] is the exchange correlation energy per electron with electron 
density per volume of constant electron density (n). However, the valence electron 
density in various bulk is not constant and unsuitable if its related to weak hydrogen 
bond or Van der Waals interaction. For the extension of local density functionals 
where the exact spin-scaling is known, this include electron spin must be considered 
as shown in the following equation (8): 
 

Exc
LDA[n↑, n↓]  =  ∫ n(r)ε𝑥𝑐[n↑, n↓]d

3r                            (8) 
 

where ε𝑥𝑐(n↑, n↓) is the exchange correlation energy per electron density (n↑, n↓) in 
spin-polarized systems [10]. 

 Second, GGA is a function that includes the gradient of non-uniformity electron 
density which depends not just on the value of the density at a point as in the LDA 
case. The GGA tends to predict in atoms, molecules, and solids. Hence, the more 
accurate exchange-correlation of GGA can capture local and semi-local exchange 
information, as shown in the following equation (9): 

 
Exc
GGA[n(r)]  =  ∫ n(r)ε𝑥𝑐[n(r), ∇n(r)] dr                         (9) 
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where n(r) is the local electron density and ∇n(r) is d the local gradient in the 
electron density. In case of the relative spin-polarization in term of the gradient of 
the density, this allows corrections to change the density away from the coordinate 
which can be written as follow [10]: 
 

Exc
GGA[n↑, n↓]  =   ∫ n(r)ε𝑥𝑐[n↑, n↓, ∇n↑, ∇n↓)] d

3r                 (10) 
 

In 1992, The various GGA function was continuously developed, based on LDA 
by Perdew and Wang. This functional form is hugely used in DFT because it gives a 
good accuracy result by using a nonempirical system in uniformly electron gas. 
However, this application form is limited to procure inconstant of exchange 
correlation potential at low/high electron densities.  Afterwards, there has the 
development of the method to PBE which developed by Perdew, Burke and 
Ernzerhof that identified elements with no empirical in GGA function. Also, the PBE 
function is very frequently exchange correlation potential at low/high electron 
densities. 

 
2.1.3. The Hubbard U and Grimme dispersion corrections 

 However, based on the above information, the exchange correlation 
functionals still have limitation in the scription of the high correlation and on-site 
Coulomb interaction between electrons of the d and f states. Therefore, these 
corrections appear as a stage to improve those failures. 

 First, the Hubbard U correction is an approximate model which named by John 
Hubbard. This model was proposed in 1963, to describe the transition of electrons 
interaction on atomic orbitals in solids and this is recommended for analysis of 
electronic structure. The main effect of the U term is to move the d state toward 
more positive energies, which increases the band gap because the conduction state 
is narrowed. Then the Hubbard model is expressed to the Hubbard Hamiltonian 
(HHub) to make it simpler which considered in two terms of the kinetic energy of the 
system (t) and the on-site interaction of strength U (U) can be written as follows: 
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HHub = t∑ (ci,σ
† cj,σ  +  h. c. )  +  U ∑ ni,↑t ni,↓(𝑖,𝑗),𝜎                       (11) 

 

where (i,j) is nearest-neighbor atomic sites, ci,σ
† , cj,σ and ni,σ are electronic creation, 

annihilation and number operators for electrons of spin σ on site I [20]. 
 The general structure of the total energy using the LDA + U correction is 

provided can be written as follows: 
 

ELDA+U = ELDA + ∑ [
UI

2
 ∑ nm

Iσnm′
Iσ′ − 

UI

2
nIm,σ≠m′,σ′ (nI − 1)]I               (12)  

 
where nmIσ is the numbers of localized orbitals identified by the index m labels the 
localized states of the same atomic site I, and by the spin σ on site I, while nmIσ = 

nmm
Iσ , and nI = ∑ nm

Iσ
m,σ . And nm,m′

Iσ  can be calculated by: 
 

nm,m′
Iσ = ∑ fkv

σ
k,v ⟨ψkv

σ |ϕm′
I ⟩⟨ϕm

I |ψkv
σ ⟩                          (13) 

 
where 𝑓𝑘𝑣𝜎  is the coefficient the of Kohn-Sham’s states (denoted as k-point, band, 
and spin indices), 𝜓𝑘𝑣𝜎  is the projection of Kohn-Sham’s orbitals, and (ϕmI ) is the 
states of a localized basis set [20, 21]. 

 The expression that provided the total energy for using the GGA + U correction 
was developed by Dudarev et al [22] can be written as follow: 

 

EGGA+U = EGGA + 
(U−J)

2
 [(∑ ρjj

σ
j ) − (∑ ρji

σρij
σ

j,i )]                 (14) 
 

where U is the parameter of the local coulomb interaction between electron, and J 
is the parameter of local exchange interaction. The ρjj

σ, ρji
σ, and ρijσ are the electron 

density matrices of electrons in d orbital [22]. 
 Second, the Grimme dispersion correction (DFT-D) is a method as a general 

tool for the computation of the dispersion energy in solid, molecules, and related 
electronic structure methods for large systems. The DFT-D promotes to increase the 
adsorption energy, this also can hold for Van der Waals in complex systems and for 
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the intramolecular noncovalent interactions that often appeared as problems. The 
DFT-D from Grimme is written as equation (15) and (16): 

 
EDFT−D = EKS−DFT + Edisp                                     (15) 

 

Edisp = ∑ ∑ Sn
Cn
AB

rAB
nn=6,8,10,…AB fd,n(rAB)                              (16) 

 
where the EKS−DFT determines the total energy by Kohn-Sham, CnAB is the dispersion 
coefficient in isotropic average of order n (denoted as n = 6, 8, 10,…) of the pair AB 
atoms,  Sn is the factor that depends on electron gradient and its density, rAB is the 
internuclear distance between the pair AB atoms, and fd,n(rAB) is the damping 
function for DFT-D (N) (denoted as N = 1, 2, 3,…) calculation type can be calculated 
by: 
 

fd,n(rAB) =  
1

1+6(rAB ( Sr,nR0
AB))−αn⁄  

                               (17) 

 
where Sr,n is the order-dependent scaling factor of the cutoff radii (R0AB) and αn is 
the “steepness” parameter [12, 23]. 
 
2.1.4 The density of states (DOS) 

The density of states (DOS) is a system to describe the proportion of states that 
occupied by the system at each energy. The DOS in momentum space is derived 
from the number of waves confined to a box with a volume in D dimensions as 
V(D) = LD. The length at each side of a box is L. For periodic boundary condition, 
the smallest component of the wavevector (k) is 2π

L
 . The DOS can be defined as a 

function of wave number as equation 18: 
 

ρ(k) =  
1

V(D)
 
dN(k)

dk
= s (

1

(2π)D
)ΩDk

D−1                                 (18) 
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where N(k) is the number of modes, the ΩD is expression for angular integrals in D 

dimensions, the s is the waves spin/polarization degree of freedom (if no 
phenomenon s = 1 and s = 2 for both electrons and photons). The units of DOS 
depend on the dimensionality [24]. 
 
2.1.5 Plane wave basis set 

Plane wave is one of basis wave functions that is the simplest and frequently, 
which commonly adopted in DFT method. This plane wave already functions as a 
solution for a free electron satisfying  the Bloch Theorem and represents a smoothly 
varying function. The systematic of convergence and accuracy is possible with 
increase in the size of basis set. This plane wave is independent of the ionic (atomic) 
position because its nonlocal nature also calculates with other atom-centered basis 
set [25], The plane wave basis set (ϕPW(r)) can be determine as shown in equation 19: 

 
ϕPW(r) = C exp (iK ∙ r)                                             (19) 

 
2.1.6 Periodic boundary condition 

The periodic boundary condition is widely used in particle-based simulation 
techniques and mathematical models for representing solid model.  This used to 
represent a large (infinite) system by constructing a unit cell and super cell as a set 
of boundary condition and eliminate surface effects. The primary unit cell is just 
duplicated in all direction as shown in Figure 2. The actual calculation of periodic 
boundary condition can be taken place only in single unit cell (finite system) to 
represent image in super cell. The super cell can be extended to many systems 
under periodic boundary condition such as bulk, slab, cluster, and atom as shown in 
Figure 3. Therefore, the periodic boundary condition can be simulated to describe 
the actual solid behaviors. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 9 

 
Figure 2 Schematic representation of the ideal of periodic boundary condition [26] 

 

 
Figure 3 Periodic boundary conditions to represent actual systems with various 

supercells [25] 
 
2.2 Titanium Dioxide (TiO2) 

 
Titanium dioxide (also known as titania, TiO2) is the model system in the surface 

science of transition metal oxides. This catalyst plays a crucial role in high stability in 
alkaline and acid media. The three mains crystalline structures are widely studied, 
such as rutile, anatase, and brookite in Figure 4. Other crystalline phases of titania 
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have also been reported, for example, TiO2 (B), baddeleyite-like phase, columbite-
like TiO2 (II), cotunnite-like OII phase, fluorite-like cubic phase, hollandite-like TiO2 (H), 
OI phase, and ramsdellite-like TiO2 (R). but those forms seem to be hard known 
oxides [27]. The two mains form (anatase and rutile) are the most common types, 
but the crystalline size of the rutile phase is larger. However, the anatase produced 
more active sites than rutile as it has the higher surface area, the amount of oxygen 
vacancies, the higher density of localized state that attributed towards slower charge 
carrier recombination [28]. For another form (Brookite) is an orthorhombic structure, 
which is rarely utilized, and rarely interested in most applications. Also, the rutile 
phase is the most thermal stable among the three phases. This catalyst shows merit 
in good photostability, low cost, environmental friendliness, high resistance toward 
corrosion, and easy availability.  

 
Figure 4 The crystal structures of (a) rutile, (b) anatase, and (c) brookite [28] 

 
2.3 Deactivation of TiO2  

 
Accordingly, understanding the root causes of the deactivation is an important 

factor for enhancing catalyst efficiency and preventing undesirable failures to 
minimize future catalyst deactivation due to catalyst deactivation is inevitable in 
most processes, these consequences may be avoided, postponed, or even reversed. 
The deactivation of TiO2 can be caused by many things such as coke formation, 
oxygen vacancy, and phase transformation, which are mentioned in the next 
sections. 
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2.4 Coke formation 
 
The formation of carbonaceous (coke or carbon) is involving hydrocarbons in side 

reaction or catalytic reactions and appeared on the catalyst which physically tend to 
cover the active site on the surface of catalyst. it may also deactivate the catalyst by 
pore blocking [1]. Qiu et al. have determined that the carbon structure of the coke 
are aliphatic carbon (Cal) and aromatic carbon (Car) which were estimated by the γ 
and π band (002) areas, respectively. The aromaticity (fa) was obtained from the 
equation (1), as shown in below by Lievens et al. [29], Sonibare, Haeger, and Foley 
[30]. 

f𝑎 =
Car

(Car+Cal)
= 

Aπ

(Aπ+Aγ)
                                     (20) 

 

d002 =
λ

2 sinθ002
                                                     (21) 

 

 Lc =
0.97λ

(β002 cosθ002)
                                               (22) 

 

La =
1.84λ

(β100 cosθ100)
                                               (23) 

   
where d002, Lc, La, λ, β, θ are the interlayer spacing, the average stacking height, the 
lateral size of the crystallite, the X-ray wavelength, the FWHM, and the corresponding 
scattering angle. 

Mechanisms of carbon deposition and coke formation on metal transition 
catalysts for example from carbon monoxide (CO) and hydrocarbons are illustrated in 
Figure 5. The CO and hydrocarbons dissociate on metals to form an adsorbed atomic 
carbon (Cα), which can react to a polymeric carbon film (Cβ) and graphitic forms (CC). 
The Cα can also react to vermicular carbon fibers (Cv) or react with metal to form 
metal carbide (Cγ) [31]. 
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Figure 5 Formation and transformation of carbon on metal transition (a and s refer to 

adsorbed and solid states, respectively) [31] 
 
2.5 Oxygen vacancy 
 

The oxygen vacancy (O-vac) is one of the most important among all the defects 
that identified on the TiO2 catalyst. In many metal oxides, the O-vac is supposed to 
be the prevalent defect because the O-vac is relatively easier to generate, compared 
to Ti interstitial. In principle, the formation of oxygen vacancy on TiO2 catalyst leads 
to from the Ti3+ centers which are the unpaired electrons that could form in the 
electronic structure of the catalyst in donor levels [32]. However, the oxygen vacancy 
formation can be produced at elevated temperatures (>400°C) by annealing which 
described by the following equilibrium: 

 

OO
TiO2
↔   VO + 

1

2
O2(g) + 2e                                        (24) 

  
the equilibrium constant (K) of the reaction equation (24) determined by: 
 

K = [VO ]n
2p(O2)

(1/2)                                           (25) 
 

and the concentration of oxygen vacancies [VO ] given by: 
 

[VO ] = Kn
−2p(O2)

−(1/2)                                         (26) 
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where OO is the oxygen lattice, VO  is the oxygen vacancy, [VO ] is the oxygen 
vacancy concentration, and p(O2) is the oxygen pressure. 

The oxygen vacancy involved the electronic property when the surface has been 
missing oxygen atom. The results showed the localization of one or two electrons at 
the oxygen vacancy state and the energetic cost of the oxygen vacancy formation is 
also minimized by forming a donor level below the conduction band in both anatase 
[32] and rutile [33] phases, in following Figure 6 and Figure 7. However, when 
compared the formation of oxygen vacancies on surface between anatase and rutile 
illustrate that the most stable surface of the A-TiO2 (101) seems to have lower 
tendency of VO than R-TiO2 (110), because the  A-TiO2 (101) surface has lower stability 
of adjacent 4-fold Ti3p than 5-fold Ti3p on the  R-TiO2 (110) surface [34]. 

 
Figure 6 A proposed band structure model for A-TiO2 with oxygen vacancy [35] 

 
Figure 7 A proposed band structure model for R-TiO2 with oxygen vacancy [36] 
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2.6 Phase Transformation 
 

The phase transformation of anatase to rutile is considerable interest because 
the phase transformation may occur the properties (particle size, shape, and surface 
area etc.) and performances of process to be able to control or choose the right 
phase for any specific reactions. This is particularly for high temperature processes 
and applications. The generation of the TiO2 phases depend significantly on the 
synthesis parameters, which are affect the product properties and performances. The 
kinetic of this process is considered in terms of time and temperature because the 
transformation of anatase to rutile is not instantaneous, it takes time for 
reconstructing [37]. Many researcher occurred that anatase started to transform to 
rutile at 600 – 800°C and completely changed to rutile when temperature reached to 
900 – 1000°C [1, 38].  

 
2.7 Literature reviews 
 

Frederic Labat et al. [39] investigated the stable anatase and rutile TiO2 surfaces 

using the DFT calculations in various methods, including LDA and GGA methods, by 

investigating the surface energy, which indicated the surface's activity. The surface 

energies of anatase (101) and (001) surfaces are 0.850 and 0.917 J/m2, respectively, 

for the LDA method and are 0.526 and 0.625 J/m2, respectively, for the GGA method. 

The surface energies of rutile (110), (100), and (001) surfaces are 0.906, 1.876, and 

1.197 J/m2, respectively, for the LDA method and are 0.479, 1.393, and 0.694 J/m2, 

respectively, for the GGA method. The results showed that anatase (101) and rutile 

(110) are the most stable surfaces as these have the lowest surface energy for both 

LDA and GGA methods, which is why those surfaces are chosen  as other works [40]. 

M.H. Samat et al. [41] studied the effect of Hubbard U calculations on optical 

properties of 3d on TiO2 in bulk structure via DFT. They investigated the addition of U 

term due to the lack of self-interaction corrections local functional from LDA and 
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GGA can result in poor performance. Therefore, DFT+U approach can be used to 

treat the exchange-correlation functional. The results showed the U term has a 

strong effective on-site Coulomb repulsion among the localized Ti 3d electrons. In 

conclusion, The U term can provide a good optical behavior of TiO2 which may be 

required to accurately describe the properties of the studied materials. 

Gustavo Olinto da Silva, João B.L. Martins studied the effects of the Hubbard U 

term (at U = 0 – 9 eV.) and the Grimme dispersion correction (DFT-D2 and D3) on the 

benzene adsorption on the anatase TiO2 (101) using the DFT calculations at GGA 

method with the PBE functional. The result shown the influence of the U term and 

dispersion correction on the electronic structure of the interaction processes was 

represented by the density of states (DOS). This illustrated that the U parameter can 

adjust the energy gap (Eg) due to describing the interaction between electrons of the 

d state, while the DFT-D2 and D3 correction shown a large effect on adsorption 

energy by significantly increasing the adsorption energy [23].  

Eduard Araujo-Lopez et al. [42] presented a study on the Hubbard term at 4.2 eV 

of U value and the Van der Waals dispersion in anatase (001) TiO2 with an example 

of CO2 adsorption molecule. For clean TiO2 surface, the results showed the 

interatomic distances (Ti-O) of anatase (001) surface for GGA, GGA+U, and 

GGA+U+vdW were 1.948 Å, 1.954 Å, and 1.960 Å, respectively. To investigate the vdW 

dispersion, this revealed an elongation of Ti−O bonds at the TiO2 surface slightly 

larger distance between layers. The adsorption energies for GGA+U and GGA+U+vdW 

are -1.377 eV and 1.528 eV, respectively, after the CO2 adsorption. The O atom on 

the TiO2 surface and the carbon atom are longer within the GGA+U+vdW approach. 

The inclusion of vdW dispersion improves the adsorption energy, resulting in a more 

stable structure and the agreement between the predicted and the experimental 

values of lattice parameters and interatomic distances. They suggested that including 

the Hubbard U and vdW corrections might be an accurate and efficient method to 
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describe the systems and vdW might give a correct description of the surface-

molecule interaction. 

From the point of the deactivation of TiO2 catalyst. Hongzhi Cheng and Annabella 

Selloni investigated the relative stabilities of oxygen vacancies at surface and 

subsurface sites of the A-TiO2 (101) and R-TiO2 (110) by using the DFT calculations at 

the generalized gradient approximation (GGA). These results indicated that at surface 

of both phases, the distribution of OV defects in A-TiO2 (101) has higher 

concentration of defects than R-TiO2 (110). Also, the calculations of O-vacancy 

diffusion pathways at A-TiO2 (101) shown the energy hindrance to diffuse from the 

surface to subsurface sites is low to show a rapid equilibration of the vacancy 

distribution. These could explain why, the A-TiO2 surfaces are found to have a 

significantly to be more difficult to reduce the defect concentration than those of R-

TiO2 (110) [43].  

Mansour A. Al-Shafei et al. researched to understand the deactivation mechanism 

of TiO2 in the generated SO2 with the H2S to produce sulfur and H2O when the 

temperature reached to higher in the reactor. The results showed that increasing the 

temperature caused significantly changes the properties of the catalyst by phase 

transformation. The anatase started to transform to rutile phase during increasing 

temperature at 800°C caused to less catalyst activity and also found Hydrocarbon 

compounds on the surface which led to the deactivated catalyst [1]. Moreover, Lee 

Eng Oi et al. investigated the mesoporous TiO2 in the deoxygenation of triolein that 

calcined with hydrogen at different temperature (400-800°C). During the reaction, the 

temperature was raised to 380°C and maintained for 1-8 h, Further increasing of 

calcination temperatures distinctly transform the phase from anatase transformation 

to rutile and reduce the total acid amount of the TiO2 catalyst. The results showed 

anatase has a higher conversion and a higher medium strength acid site (anatase, 

mixed phase, rutile, in respectively) which produced a higher decarboxylation 
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selectivity and promoted a hydrocarbon in diesel range so the selectivity of heavy 

hydrocarbon for anatase was the lowest [7]. 

Chun-Feng Li et al. studied the catalytic performance of defective TiO2-based 

catalysts for the propane dehydrogenation (PDH). The reaction temperature was 

pretreated at 600°C with a feed flow of air (air-TiO2-600) and H2 (H2-TiO2-600). The 

results in all the TiO2 samples showed that anatase is a good phase for this reaction. 

To understand the nature of the PDH reaction, the process was proceeded in a long 

period and after 60 mins the air-TiO2- 600 catalyst, showed coke deposition in the 

last stage of the reaction, and the propane conversion is also decreased. For H2-TiO2-

600 the results suggested that O-vacs were generated during thermal treatment with 

hydrogen. Moreover, at higher concentration of hydrogen can more easily react to 

the lattice oxygen of TiO2 to generate more O-vacs and the O-vacs also can promote 

the PDH reaction in turn to produce more hydrogen. However, there also has the 

relative of coke and O-vacs shown that coke will be generated when the 

concentration of O-vacs is higher, and leads to reduce the propane conversion [8]. 

Juchan Kim et al. investigated the coupling of methane to produce light 

hydrocarbons on the A-TiO2 (101), which is the most stable plane surface of anatase 

surface by Plasma-Assisted Catalytic system. These methods can be used at room 

temperature and atmospheric pressure. The result shown the amount of coke 

deposition was greatly reduced, while the production of long chain hydrocarbons 

increased on titania active sites. The DFT calculations revealed that the coke was 

transformed into a more easily removable material from intermediate CHx to the 

longer hydrocarbons in  relative adsorption energy [44]. 
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CHAPTER III  
COMPUTATIONAL DETAILS 

 

3.1 The bulk geometry relaxation calculation 
 

The bulk structures, as shown in Figure 8, should be mentioned that can be 
found in the work of Persson et al. by Materials Project. This work used DFT 
calculation for both anatase phase (I41/amd space group) and rutile phase (P42/mnm 
space group) have tetragonal crystal structure linked by a chain of TiO6 octahedra, 
and each unit cell contains six oxygen atoms around one Ti atom. The bulk 
structures were fully relaxed and initially computed using a planewave cutoff of 400 
eV, grids of 7 × 7× 5 and 9 × 9 × 14 k-points were used for integrating the total 
density of states (TDOS) calculations of anatase and rutile, respectively. Also set the 
other parameters such as force converged of 0.01 eV/Å, energy convergence of 1×10-

7 eV/atom. 

 
Figure 8 The bulk structures of TiO2 in (a) the A-TiO2 and (b) R-TiO2 phases 
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3.2 The surface geometry calculation 
 
3.2.1. Perfect anatase and rutile surfaces 

All structure models as shown in Figure 9, This work used DFT calculation also 
including the exchange-correlation functional from LDA-CA and GGA-PBE with/without 
the Van der Waals (DFT-D3) dispersion contribution and the Hubbard U parameter, 
such as LDA, LDA+U, GGA, GGA-D3, GGA+U, and GGA+U-D3. 

The surface structures consisted of a 15 Å-vacuum-region along the z-axis to 
avoid interactions from the periodicity. The surface structures initially computed 
using grids of 3 × 3 × 1 k-points, slab of TiO2 layers with 2 x 2 supercell for the A-TiO2 

(101) and R-TiO2 (110) in the structural optimizations, the surface structures initially 
were computed in slabs of two TiO2 layers containing 48 atoms for the A-TiO2 and 
three TiO2 layers containing 72 atoms for the R-TiO2. All atoms of the slab except 
those in the bottom layer were allowed to move. Also set the other parameters 
such as force converged of 0.01 eV/Å, energy convergence of 1×10-7 eV/atom. 
However, the influence of the Hubbard U parameter with U = 4 – 6 eV for both the 
anatase and rutile phases which corrected by other previous works, as shown in 
Table 1. 

 

 
Figure 9 The surface structures of TiO2 in perfect (a) A-TiO2 (101) and (b) R-TiO2 (110) 

surfaces 
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Table 1 Literature review of anatase and rutile structures calculated in a set of U 
values (eV) 

Polymorph Method U Ref. 

Anatase PBE-GGA 
PBE-GGA 
PBE-GGA-D3 
PBE-GGA 
PBE-GGA-D3 
PW91-LDA 
PBE-GGA 
PBE-GGA 
PBE-GGA-D3 

4.0 
4.0 
4.2 
4.2 
4.2 
5.0 
5.0 
6.0 
6.0 

[9] 
[13] 
[42] 
[14] 
[45] 
[15] 
[15] 
[16] 
[46] 

Rutile PBE-GGA 
PBE+GGA-D3 
PW91-GGA 
PW91-LDA 
PBE-GGA 
PBE-LDA 
PBE-GGA 
LDA 

4.2 
4.2 
4.5 
5.0 
5.0 
5.0 
5.0 
5.5 

[11] 
[45] 
[47] 
[15] 
[15] 
[48] 
[9] 
[17] 

 
3.2.1.1. All geometry of the possible active sites that carbon (C1, C2, and C3) can 
adsorb to determine the stable active sites of the perfect of A-TiO2 (101) and R-TiO2 
(110) surfaces as shown in Figure 10. The possible active sites labeled as O (oxygen 
active sites), Ti (titanium active sites), H (hollow active sites), and B (bridge active 
sites), respectively.  
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Figure 10 The possible active sites in top view on slab models of the perfect (a) A-

TiO2 (101) and (b) R-TiO2 (110) surfaces 
 
3.2.2. Defect anatase and rutile surfaces 

To build the defect surfaces, the possible oxygen vacancy active sites on defect 
A-TiO2 (101) and R-TiO2 (110) surfaces have been investigated to find a properly 
oxygen vacancy active site as shown in Figure 11. The possible oxygen vacancy active 
sites on the O-vac A-TiO2 (101) are O1, O2, and O3, while O-vac R-TiO2 (110) are O1 
and O2. 

 
Figure 11 The slab models in top view with possible oxygen vacancy active sites of 

(a) the A -TiO2 (101) and (b) the R-TiO2 (110) surfaces 
 

The surface structures were built and investigated in all the possible active sites 
that carbon (C1, C2, and C3) can adsorb on the defect of the A-TiO2 (101) and R-TiO2 
(110) surfaces in various method as LDA, LDA+U, GGA, GGA-D3 GGA+U, and GGA+U-
D3 shown in Figure 10. 
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Figure 12 The possible active sites of carbon adsorption in top view on slab models 

in top view of defect on (a) the A-TiO2 (101) and (b) the R-TiO2 (110) surfaces 
 
3.2.2.1. Calculation the formation energy of oxygen vacancy (Eform) 

The formation energy was determined from the equation (27): 
 

Eform (eV) =  EO−vac − Eperfect  +  
1

2
 EO2                             (27) 

 
where  EO2 is the total energy of O2 molecules, EO−vac is the total energy of the 
surface with defect, and Eperfect is the total energy of the surface without defect 
 
3.2.3. The coke geometry relaxation calculation via C1, C2, and C3 

 The properties of isolated C1, C2, and C3 were calculated using a 15 × 15 × 15 
Å cubic unit cell. All coke structures were built in box consist of a vacuum space in 
15 A˚ to avoid the interaction between neighboring slabs. The force converged was 
set as 0.01 eV/Å, and energy convergence criteria was determined as 1×10-7 eV/atom. 
The standard Monkhorst-Pack k-point sampling mesh was used to generate 3 × 3 × 3 
grid and with cutoff energy of 400 eV. All adsorbed species were allowed to relax 
during the calculation. The structure of cokes as show in Figure 13. 
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Figure 13 The optimized coke structure of (a) atomic coke (C1), (b) dimer coke (C2), 

and (c) trimer coke 
 
3.2.3.1. The adsorption energy analysis of coke adsorption 

The adsorption energy (Eads) follows the equation (28): 
 

Eads (eV) = Ecomplex – (Ecoke + Esurface)                              (28)                                  
 
where Ecomplex is the total energy of the adsorption complex (C atom on catalyst 
surfaces), Ecoke is the total energy of isolate coke in a vacuum, and Esurface is the total 
energy of the surfaces with and without defect. 

 
3.3 Gibb free energy changes (∆Gads) calculation of coke adsorption 
 

Gibbs free energy changes (∆G) of carbon adsorption were calculated by 
 

∆Gads = G (Ci (ads) – G (surface) – G (Ci (gas))                        (29) 
 

where G (Ci (ads)) is the Gibbs free energy of carbon adsorbed species i, G (surface) is 
the Gibbs free energy of surface before carbon adsorption, and G (Ci (gas)) is the 
Gibbs free energy of isolate carbon species i. Furthermore, Gibbs free energy (G) of 
carbon adsorption was calculated by  

 

Gi = Ei + ZPEi - RTlnQvib                                      (30) 
 

ZPEi = ∑
hνi

2
                                             (31) 
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Qvib = ∏ qvibi

n
1                                                   (32) 

 
qvib = 1

(1−e(−h𝛚 KBT)⁄ )
                                      (33) 

 
where Ei is the total energy of species i provided from a normal DFT calculation, ZPEi 
is the zero-point energy of adsorbed system, the gas constant (R) is 8.62×10-5 eV K–1, 

Qvib is the total vibrational partition function of adsorbed system in which the 
measurement from vibrational analysis, Planck’s constant (h) is 4.14×10–15 eV s–1, the 

Boltzmann constant (KB) is 8.617×10-5 eV K–1, vibrational frequency (𝛚, s-1), and the 
temperature (T) in kelvin. 

 
3.4 The effect of Hubbard U correction 
 

The influence of Hubbard U term can be used to treat the exchange-correlation 
functional. In electronic properties of transition-metal systems with localized 
electrons, the U term attempts to induce the Coulomb repulsion, mainly within d 
orbitals of the Ti atom. The addition of U term effects on the structure of the TiO2 

surface shows a contribution in the conduction band (CB) within the Ti 3d orbitals 
while the O 2p orbitals induce a contribution in the valence band (VB), which 
increase the bandgap of the TiO2 surface and narrow the conduction state to predict 
more accurate and in a good agreement with the experimental at the expense of 
small change in optimized geometry and surface energy. However, using a very large 
value of U can lead to mismatching, where the lattice parameters of TiO2 structure is 
increasing with increasing U due to the increasing of Coulomb repulsion [23, 49]. 
 
3.5 The effect of Grimme dispersion correction (DFT-D3) 
 

The addition of DFT-D3 as the Van der Waals interaction can significantly 
increasing Eads values and a separation distance between atoms on the surface and 
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adsorbed molecule as an elongation of Ti–O, Ti-C, and O-C bonds on the TiO2 
surface when considering interactions with external molecules. This is probably 
caused by the favoring of the formation of more localized states and the subsequent 
of electron repulsion between atoms on the surface [42, 50]. 
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CHAPTER IV  

Results and discussion 
 
4.1 Coke adsorption on TiO2 catalyst 
 

In this part, coke formation or coke adsorption on the catalyst surface is one of 
the parts to investigate the stability of the catalyst. The capability of coke formation 
was determined through the adsorption energy (Eads). The negative value of Eads 
indicates featured interaction between carbon and catalyst surface. Moreover, the 
lower value of Eads represents the stronger interaction between carbon and catalyst 
surface. In contrast, the higher value of Eads represents a higher coke resistance. 

To elucidate the interaction between cokes on A-TiO2 (101) and R-TiO2 (110) 
surfaces, each atomic (C1), dimer (C2), and trimer (C3) coke adsorptions are firstly 
investigated. All stable configurations of C1 adsorption on A-TiO2 (101) and R-TiO2 
(110) surfaces are given in Figure 14 and Figure 15, respectively. The result shows the 
position of B3 active site, which is the most attractive or stable active site for 
adsorption that carbon should choose to adsorb as a first site. However, the other 
active sites with lower Eads cannot be selected because after carbon is adsorbed on 
the catalyst surface, the catalyst surface is reconstructed as the position of Ti1 and 
H2 active sites that the oxygen is pushed out from the A-TiO2 (101) surface.    
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Figure 14 All stable configurations of C1 adsorption on A-TiO2 (101) surface in GGA 

method 

 
Figure 15 All stable configurations of C1 adsorption on R-TiO2 (110) surface in GGA 

method 
 
4.1.1 The investigation of the exchange-correlation functions and the addition of 
Hubbard U term 

To investigate the suitable method in this study, we analyzed the LDA and GGA 
method with the addition of Hubbard U (U) and dispersion corrections (D3) after 
examining the most stable active site above. The C1, C2 and C3 adsorption on A-TiO2 
(101) surface in LDA+U and GGA+U method which are given in Figure 16 and Figure 
17, respectively, while Figure 18 and Figure 19 for the C1, C2 and C3 adsorption on R-
TiO2 (110). The Eads of cokes on A-TiO2 (101) and R-TiO2 (110) surfaces corresponding 
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to the adsorption height in the LDA and GGA method that relate to U are 
summarized in Table 2. 

For coke adsorption on A-TiO2 (101) surface from Figure 16 and Figure 17, the 
Eads of C1 at U = 0 eV are -5.01 eV and -4.21 eV in LDA and GGA methods, 
respectively. The bond distances of the Ti1-O1 are 2.03 Å and 2.10 Å in LDA and GGA 
methods, respectively. For coke adsorption on R-TiO2 (110) surface from Figure 18 
and Figure 19, the Eads of C1 at U = 0 eV are -6.43 eV and -5.07 eV in LDA and GGA 
methods, respectively. The bond distances of the Ti1-O1 are 2.15 Å and 2.20 Å in 
LDA and GGA methods, respectively. The results showed that the Eads of the LDA 
method has lower energy than GGA method because the electron density that has 
spatially uniform at all locations [51]. Moreover, the Eads of the LDA method is more 
negative value than it should be, as in the realistic atomic model theory, while the  
GGA method is the gradient of non-uniformity electron density, which gives better 
accuracy result and more realistic with the atomic model theory. 

For coke adsorption on A-TiO2 (101) surface, the addition of U values in Figure  
17 corresponding to the Eads for coke adsorption on A-TiO2 (101) surface in GGA+U 
method. The Eads of C1 at U = 0, 4, 5, and 6 eV are -4.21, -4.38, -4.61, and -5.37 eV, 
respectively, as the Eads is more negative, the interaction of bond between coke and 
surface is stronger. The results illustrate that U = 6 eV has the lowest Eads; however, 
the C1 coke is found to consume the O1 active site on the A-TiO2 (101) surface, 
forming a carbon monoxide (CO) molecule that desorbed at the end of the process 
as same as at U = 5 eV, which after adsorbed C1, the structure of A-TiO2 (101) surface 
changes. Therefore, the appropriate U value is 4 eV due to the structure has small 
change, but no breaking bond and the Eads is still lower than without U value.  
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Figure 16 The most stable adsorption configuration of C1, C2, and C3 on A-TiO2 (101) 

surface in LDA+U method 
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Figure 17 The most stable adsorption configuration of C1, C2, and C3 on A-TiO2 (101) 

surface in GGA+U method 
 

For R-TiO2 (110) surface in Figure 19, the Eads of C1 at U = 0, 4, 5, and 6 eV are -
5.07, -4.48, -4.50 and -4.56 eV, respectively. The results show at U = 6 eV has the 
lowest Eads and the structure of R-TiO2 (110) is more stable than other U values which 
is given the appropriate U value is at 6 eV. However, even at U = 0 eV has the Eads 
lower than U 6 eV, adding U can encourages localization of the excess electronic 
charge which it can be expected to provide more accurate quantitative [49]. 
However, by applying U into the model of R-TiO2 (110), the formation of CO is not 
observed unlike in the case of the A-TiO2 (101).  

For the increment of U, the Eads is decreased on A-TiO2 (101) while on R-TiO2 
(110), the Eads is increased, and the bond distances also have no significance on both 
A-TiO2 (101) and R-TiO2 (110) surfaces for C2 and C3 adsorption while it seems effect 
to the bond distances with C1 adsorption. 
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Figure 18 The most stable adsorption configuration of C1, C2, and C3 on R-TiO2 (110) 

surface in LDA+U method 

 
Figure 19 The most stable adsorption configuration of C1, C2, and C3 on R-TiO2 (110) 

surface in GGA+U method  
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Table 2 The bond distances (d) of the Ti-O atom at the active site of O1 on A-TiO2 
(101) and at the active site of O1 and O2 on R-TiO2 (110) surfaces of coke adsorption 
in GGA and LDA methods with various U (0, 4, 5, and 6 eV) 

surface absorbate Method U (eV) dTi-O (Å) 
A-TiO2 (101) C1 GGA - dTi1-O1 = 2.10 

dTi12-O1 = 2.23 
GGA+U 4 

 
5 
6 

dTi1-O1 = 2.28 
dTi2-O1 = 2.44 
dTi1-O1 = 2.61 
dTi1-O1 = 3.57 

LDA - dTi1-O1 = 2.03 
dTi12-O1 = 2.21 

LDA+U 
 

4 
 
5 
 
6 

dTi1-O1 = 2.06 
dTi12-O1 = 2.19 
dTi1-O1 = 2.07 
dTi12-O1 = 2.19 
dTi1-O1 = 2.20 

C2 GGA - dTi1-O1 = 2.09 

GGA+U 4 
5 
6 

dTi1-O1 = 2.09 
dTi1-O1 = 2.09 
dTi1-O1 = 2.09 

LDA - dTi1-O1 = 3.99 

LDA+U 
 

4 
5 
6 

dTi1-O1 = 2.03 
dTi1-O1 = 2.04 
dTi1-O1 = 2.04 

C3 GGA - dTi1-O1 = 2.15 

GGA+U 4 
5 
6 

dTi1-O1 = 2.18 
dTi1-O1 = 2.19 
dTi1-O1 = 2.20 

LDA - dTi1-O1 = 2.08 
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Table 2 Continued 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

surface absorbate Method U (eV) dTi-O (Å) 

A-TiO2 (101) C3 LDA+U 
 

4 
5 
6 

dTi1-O1 = 2.11 
dTi1-O1 = 2.12 
dTi1-O1 = 2.13 

R-TiO2 (110) C1 GGA - dTi1-O1 = 2.20 
dTi1-O2 = 2.14 
dTi2-O2 = 2.06 

GGA+U 4 
 
 
5 
 
 
6 

dTi1-O1 = 2.22 
dTi1-O2 = 2.12 
dTi2-O2 = 2.10 
dTi1-O1 = 2.23 
dTi1-O2 = 2.12 
dTi2-O2 = 2.11 
dTi1-O1 = 2.23 
dTi1-O2 = 2.12 
dTi2-O2 = 2.12 

LDA - dTi1-O1 = 2.15 
dTi1-O2 = 2.13 
dTi2-O2 = 2.03 

LDA+U 
 

4 
 
 
5 
 
 
6 

dTi1-O1 = 2.15 
dTi1-O2 = 2.10 
dTi2-O2 = 2.05 
dTi1-O1 = 2.16 
dTi1-O2 = 2.10 
dTi2-O2 = 2.07 
dTi1-O1 = 2.17 
dTi1-O2 = 2.11 
dTi2-O2 = 2.09 
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Table 2 Continued 

surface absorbate Method U (eV) dTi-O (Å) 
R-TiO2 (110) C2 GGA+U 4 

5 
6 

dTi1-O1 = 2.20 
dTi1-O1 = 2.20 
dTi1-O1 = 2.19 

LDA - dTi1-O1 = 2.17 
LDA+U 

 
4 
5 
6 

dTi1-O1 = 2.15 
dTi1-O1 = 2.14 
dTi1-O1 = 2.14 

C3 GGA - dTi1-O1 = 2.31 

GGA+U 4 
5 
6 

dTi1-O1 = 2.29 
dTi1-O1 = 2.28 
dTi1-O1 = 2.28 

LDA - dTi1-O1 = 2.22 

LDA+U 
 

4 
5 
6 

dTi1-O1 = 2.20 
dTi1-O1 = 2.20 
dTi1-O1 = 2.19 

 
4.1.2 The effect of Grimme dispersion correction (DFT-D3) 

The effect of D3 correction on stable adsorbed configuration is also 
investigated, which are given in Figure 20 for coke adsorption on A-TiO2 (101), while in 
Figure 21 for coke adsorption on R-TiO2 (110).  The bond distance (d) in the GGA 
method on A-TiO2 (101) and R-TiO2 (110) surfaces that relate to U and DFT-D3 are 
summarized in Table 3. The Eads for C1 adsorption on A-TiO2 (101) surface in GGA+U-
D3 method at U = 0, 4, 5, and 6 eV are -4.33, -4.49, -4.71, and -5.44 eV, respectively, 
as the Eads is more negative, the interaction of bond between coke and surface is 
stronger. However, the increment of U that higher than 4 eV, the C1 coke is still 
found to consume the O1 active site on the A-TiO2 (101) surface, forming a CO 
molecule, which after adsorbed C1, the structure of A-TiO2 (101) surface changes. For 
R-TiO2 (110) surface in GGA+U-D3 method, the Eads of C1 at U = 0, 4, 5, and 6 eV are -
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5.15, -4.57, -4.68 and -4.74 eV, respectively. The results show that U-D3 = 6 eV has 
the lowest Eads, and the structure of R-TiO2 (110) is more stable than other U values, 
which still make the U at 6 eV is the appropriate U value. However, even adding D3 
term at U = 0 eV has the Eads lower than U 6 eV due to the same mentioned reason 
as only U term and the formation of CO is also not observed as only U correction on 
R-TiO2 (110) surface. Thus, adding the D3 correction also has lower adsorption energy 
of the coke adsorption on both A-TiO2 (101) and R-TiO2 (110) surfaces due to it 
include the interaction between atoms [12]. The result revealed that the contributes 
to the adsorption energy, which promotes more negative adsorption energy [23]. For 
A-TiO2 (101) after C1 adsorption, the bond length of Ti2-O1 is 2.44 Å (GGA+U4) and 
2.98 Å (GGA+U4-D3), while R-TiO2 (110) after C1 adsorption, the bond length of Ti2-
O2 is 2.12 Å (GGA+U6) and 2.15 Å (GGA+U6-D3). The result shows an elongation of 
Ti−O bonds on the surfaces, this reveals that the D3 correction is considering the 
interactions with external molecules as other works [23, 42, 52] 
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Figure 20 The most stable adsorption configuration of C1, C2, and C3 on A-TiO2 (101) 

surface in GGA+U-D3 method 
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Figure 21 The most stable adsorption configuration of C1, C2, and C3 on R-TiO2 (110) 

surfaces in GGA+U-D3 method 
 
Table 3 The bond distances (d) of the Ti-O atom at the active site of O1 on A-TiO2 
(101) and at the active site of O1 and O2 on R-TiO2 (110) surfaces of coke adsorption 
in GGA-D3 method with various U (0, 4, 5, and 6 eV) 

surface absorbate Method U (eV) dTi-O (Å) 
A-TiO2 (101) C1 GGA-D3 - dTi1-O1 = 2.09 

dTi12-O1 = 2.23 

GGA+U-D3 4 
5 
6 

dTi1-O1 = 2.46 
dTi1-O1 = 2.56 
dTi1-O1 = 3.47 

 C2 GGA-D3 - dTi1-O1 = 4.03 

GGA+U-D3 4 
5 
6 

dTi1-O1 = 2.09 
dTi1-O1 = 2.09 
dTi1-O1 = 2.09 
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Table 3 Continued 

surface absorbate Method U (eV) dTi-O (Å) 
A-TiO2 (101) C3 GGA-D3 - dTi1-O1 = 2.15 

GGA+U-D3 4 
5 
6 

dTi1-O1 = 2.18 
dTi1-O1 = 2.19 
dTi1-O1 = 2.20 

R-TiO2 (110) C1 GGA-D3 - dTi1-O1 = 2.20 
dTi1-O2 = 2.14 
dTi2-O2 = 2.06 

 GGA+U-D3 4 
 
 
5 
 
 
6 

dTi1-O1 = 2.21 
dTi1-O2 = 2.12 
dTi2-O2 = 2.10 
dTi1-O1 = 2.25 
dTi1-O2 = 2.09 
dTi2-O2 = 2.13 
dTi1-O1 = 2.17 
dTi1-O2 = 2.05 
dTi2-O2 = 2.15 

C2 GGA-D3 - dTi1-O1 = 2.23 

GGA+U-D3 4 
5 
6 

dTi1-O1 = 2.20 
dTi1-O1 = 2.19 
dTi1-O1 = 2.19 

C3 GGA-D3 - dTi1-O1 = 2.30 
GGA+U-D3 4 

5 
6 

dTi1-O1 = 2.28 
dTi1-O1 = 2.27 
dTi1-O1 = 2.28 

 
In conclusion for this section, the most stable adsorption configuration of C1, 

C2, and C3 at U = 4 eV and U = 6 eV on A-TiO2 (101) and R-TiO2 (110) surfaces, 
respectively, are demonstrated in Figure 22. The enlargement of coke size on A-TiO2 
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(101), the bond distances of the Ti1-O1 at U = 4 eV are 2.28 Å, 2.09 Å, and 2.18 Å for 
C1, C2, and C3, respectively. For R-TiO2 (110), the bond distances of the Ti1-O1 at U 
= 6 eV are 2.23 Å, 2.19 Å, and 2.28 Å for C1, C2, and C3, respectively. The results 
illustrated that C1 is strongly adsorbed on A-TiO2 (101) due to lower energy of the 
Eads. For R-TiO2 (110), C2 is strongly adsorbed on the surface. For coke adsorption of 
C3, it has the highest adsorption energy. This suggested that C3 may be less stable 
during the reaction involving coke species. The stable adsorbed species are C1 > C2 
> C3, respectively, on A-TiO2 (101) while on R-TiO2 (110) surfaces are C2 > C1 > C3, 
respectively. 

 
Figure 22 The most stable adsorption configuration of C1, C2, and C3 on A-TiO2 (101) 

surface in GGA+U4-D3 method and R-TiO2 (110) surface in GGA+U6-D3 method 
 

4.2 The effect of O-vac on coke formation on TiO2 catalyst 
 
4.2.1 The investigation of oxygen vacancy active site on defect TiO2 surfaces 

We investigated the effect of O-vac on the TiO2 catalyst. The possible oxygen 
vacancy sites have been widely reported as the most straightforward position to 
remove on the surface. For A-TiO2 (101), The possible oxygen vacancy sites of O1, 
O2, and O3, while on R-TiO2 (110), the possible oxygen vacancy sites of O1 and O2 as 
shown in Figure 23. The formation energies of O-vac on A-TiO2 (101) and R-TiO2 (110) 
surfaces without U and D3 terms were shown in Table 4.  
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The result indicates that O1 site has the lowest formation energy on both 
surfaces, as in other works [43, 53]. The O-vac formation energy of the O1 site were 
4.99 and 3.37 eV for the most stable structures of O-vac on A-TiO2 (101) and R-TiO2 
(110), respectively. Moreover, the O-vac formation energy value on the A-TiO2 (101) 
surface was higher than that of R-TiO2 (110) due to the reason for the lower density 
of O-vac on the A-TiO2 (101) and roleplay in its higher activity compared to R-TiO2 
(110) surface [53]. 

 
Figure 23 The slab models in top view with the possible oxygen vacancy sites on (a) 

the A -TiO2 (101) and (b) the R-TiO2 (110) surfaces 
 
Table 4 Formation energies, in eV, of O-vac defects at different surface sites of A-
TiO2 (101) and R-TiO2 (110) 

Catalyst surface Defect site 
Formation energy (eV) 

LDA GGA 
A-TiO2 (101) O1 5.41 4.99 

O2 6.05 5.41 

O3 5.83 5.21 

R-TiO2 (110) O1 3.85 3.37 

 O2 4.77 4.14 

 
4.2.2 Coke evolution on O-vac A-TiO2 (101) and R-TiO2 (110) surfaces 

To understanding the interaction between cokes on O-vac A-TiO2 (101) and R-
TiO2 (110) surfaces, each C1, C2, and C3 adsorption is also investigated in this section. 
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All stable configurations of C1 adsorption on A-TiO2 (101) and R-TiO2 (110) surfaces, 
which are given in Figure 24 and Figure 25, respectively. The result shows the 
position of O3 active site is the most attractive or stable active site on O-vac A-TiO2 
(101) surface while for O-vac R-TiO2 (110) surface is B1 active site for adsorption that 
carbon should choose to adsorb as a first site (noted that B1 active site is also 
labeled as O1’). However, the other active sites that have lower Eads cannot be 
chosen due to after carbon adsorbed on the catalyst surface; the catalyst surface is 
reconstructed as the position of the B1 and H1 active sites that the oxygen is pushed 
out of the O-vac A-TiO2 (101) surface.    

 
Figure 24 All stable configurations of C1 adsorption on O-vac A-TiO2 (101) surface in 

GGA method 

 
Figure 25 All stable configurations of C1 adsorption on O-vac R-TiO2 (110) surface in 

GGA method 
 

We studied coke formation on O-vac A-TiO2 (101) and R-TiO2 (110) surfaces in 
GGA+U4-D3 and GGA+U6-D3 methods, respectively. For O-vac on A-TiO2 (101), which 
are given in Figure 26, The active site of C1 adsorption changed from the O1 to O3 
active site due to the O3 active site is located near the oxygen vacancy, which 
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induces some electrons on the two Ti atoms next to the vacancy location during 
oxygen deficit [53]. After the coke evolution to C2 and C3 adsorption, the active site 
changed from O3 to Ti1 and Ti2 sites. Interestingly, the C3 adsorbed as cyclic coke. 
The Eads of C1, C2 and C3 adsorption are -3.76, -6.21 and -4.65 eV, respectively. The 
bond distance between the active site and coke adsorption can be shown in Table 5. 
The results reveal that C2 is strongly adsorbed on the A-TiO2 (101) surface as it has 
the lowest value of Eads. 

 
Figure 26 The most stable adsorption configuration of C1, C2, and C3 on O-vac A-

TiO2 (101) surfaces in GGA+U4-D3 
 

For O-vac on the R-TiO2 (110), which is given in Figure 27. The Eads of C1, C2 and 
C3 adsorption are -6.15 eV, -5.34 eV and -4.15 eV, respectively. The bond distance 
between the active site and coke adsorption can be shown in Table 5. The active 
stie of C1 adsorption is found to consume the O1’ active site on the R-TiO2 (110) 
surface, forming a carbon monoxide (CO) molecule that desorbed after the process. 
The C1-O1’ bond length is 1.18 Å [54]. However, this CO formation may generate a 
new oxygen vacancy. After the coke evolution to C2, the active site changed from 
O1’ to Ti1 site due to the oxygen vacancy near O1’ active site, which induces some 
electrons on the two Ti atoms next to the vacancy location during oxygen deficit. 
Interestingly, the coke evolution of C3, the C3 atom interacts with the O1’ active site.  
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The results reveal that the C2 is strongly adsorbed on the O-vac R-TiO2 (110) surface, 
not included the C1 due to the reconstruction of the O-vac R-TiO2 (110) surface. 

 
Figure 27 The most stable adsorption configuration of C1, C2, and C3 on R-TiO2 (110) 

surfaces in GGA+U6-D3 
 
Table 5 The bond distance (d) between active site and Coke adsorption on A-TiO2 

(101) and R-TiO2 (110) surfaces 
surface absorbate d (Å) 

A-TiO2 (101) C1 dO3-C1 = 2.06 
C2 dTi1-C1 = 2.09 

dTi2-C2 = 2.06 

C3 dTi1-C1 = 2.14 
dTi2-C2 = 2.07 

R-TiO2 (110) C1 dO1’-C1 = 1.18 
C2 dTi1-C1 = 2.10 

C3 dO1’-C3 = 1.33 
dTi1-C1 = 2.20  

 
4.3 Electronic properties of coke on perfect and O-vac TiO2 surfaces 

 
4.3.1 Bader charge and charge density difference analysis 

The insight information of electron depletion and accumulation during the coke 
adsorption on the A-TiO2 (101) surface was determined based on the Bader charge 
and charge density difference analysis demonstrated by yellow and pink regions, 
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respectively, as shown in Figure 28. The number of valence electrons of a neutral 
atom is used as a reference for this calculation. The positive and negative signs 
represent the losing and gaining of the electrons at the U value of 4 eV with D3 
correction. The large amount of electron transfer from the adsorbed C1 (denoted as 
+0.78 |e|) to A-TiO2 (101) surface (denoted as -0.78 |e|) indicates electron transfer 
from C1 coke to A-TiO2 (101) surface. The adsorbed C1 interacts with the O1 active 
site as observed by the electron depletion of C1, which links to the electron 
accumulation around the Ti1 atom. When C2 adsorbed, it was indicated that 
electron transfer from C2 coke to A-TiO2 (101) surface. The C1 of adsorbed C2 
interacts with O1 active site as observed by the electron depletion (denoted as +0.30 
|e|) and the C2 interacts with C1 as observed by electron accumulation (denoted as -
0.21 |e|). The C1 and C2 atoms of adsorbed C3 that interacts with O1 and C1 active 
site, respectively, as observed by the electron depletion (denoted as +0.12 |e| and 
+0.11 |e|, respectively) while the C3 that interacts with C2 as observed by electron 
accumulation (denoted as -0.21 |e|). 

 
Figure 28 The charge density difference of C1, C2 and C3 adsorption on A-TiO2 (101) 
in GGA+U4-D3 method are shown in yellow and pink regions as electron depletion 
and electron accumulation, respectively. The electron gain (-) and loss (+) with an 

isovalue of ± 0.017 |e|/Å 
 

The insight information of electron depletion and accumulation during the coke 
adsorption on the R-TiO2 (110) surface at the U value of 6 eV with D3 correction was 
determined based on the Bader charge analysis and demonstrated by yellow and 
pink regions, respectively, as shown in Figure 29. The C1 adsorbed by creating two 
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bonds with the surface oxygen of the catalyst: C1-O1 and C1-O2. Moreover, the 
adsorbed C1 also interacts with the Ti2 active site as observed by the electron 
depletion of C1, which links to the electron accumulation around the Ti2 atom.  
Besides, a large amount of electron transfer from the adsorbed C1 (denoted as +0.86 
|e|) to R-TiO2 (110) surface (denoted as -0.86 |e|) also confirms a strong interaction of 
C1 to the R-TiO2 (110) surface and the electron transfer on the surface at Ti2 active 
site, the charge disperses to another Ti2 active site near O2 site (denoted as -0.29 |e|). 
The Bader charge change between C2 evolution (denoted as +0.07 |e|) and the R-
TiO2 (110) surface (denoted as -0.07 |e|) while between C3 evolution (denoted as 
+0.49 |e|) and the R-TiO2 (110) surface (denoted as -0.49 |e|), these indicate electron 
transfer from coke evolution of C2 and C3 to R-TiO2 (110) surface. In the case of 
higher coke, the C3 species exhibited a similar trend in the increment of electron 
exchange between the C3 and R-TiO2 (110) surface. 

 
Figure 29 The charge density difference of C1, C2 and C3 adsorption on R-TiO2 (110) 
in GGA+U6-D3 method are shown in yellow and pink regions as electron depletion 
and electron accumulation, respectively. The electron gain (-) and loss (+) with an 

isovalue of ± 0.017 |e|/Å  
 

The analysis of their electronic properties was determined by the Bader charge 
analysis and charge density difference, as shown in Figure 30. On O-vac the A-TiO2 
(101) surface, it was indicated that the behavior of electron transfer from O-vac A-
TiO2 (101) surface (denoted as +0.14 |e|) to C1 coke (denoted as -0.14 |e|) as 
observed by electron accumulation. When C2 adsorbed on O-vac A-TiO2 (101) 
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surface, it was indicated that electron transfer from O-vac A-TiO2 (101) surface 
(denoted as +1.05 |e|) to C2 coke (denoted as -1.05 |e|). The C1 of adsorbed C2 
interacts with Ti1 active site as observed by the electron accumulation (denoted as -
0.44 |e|) and the C2 that interacts with C1 as observed by electron accumulation 
(denoted as -0.17 |e|). The C1 and C2 atoms of adsorbed C3 that interacts with Ti1 
and Ti2 active sites, respectively, as observed by the electron accumulation 
(denoted as -0.52 |e| and -0.43 |e|, respectively) also the C3 that interacts with C1 
and C2 as observed by electron accumulation (denoted as -0.004 |e|).  

For O-vac R-TiO2 (110) surface, electron transfer from C1 coke (denoted as 
+0.87 |e|) to O-vac R-TiO2 (110) surface (denoted as -0.87 |e|) as observed by electron 
depletion. The Bader charge change between C2 evolution (denoted as -1.09 |e|) and 
the O-vac R-TiO2 (110) surface (denoted as +1.09 |e|) while between C3 evolution 
(denoted as -0.16 |e|) and the O-vac R-TiO2 (110) surface (denoted as +0.16 |e|), these 
indicate that when the surface has the oxygen deficiency, the electron transfer from 
both O-vac A-TiO2 (101) and  R-TiO2 (110) surface to coke formation of C2 and C3 as 
the electron accumulation. 
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Figure 30 The charge density difference of C1, C2 and C3 adsorption on O-vac of A-
TiO2 (101) and R-TiO2 (110) surfaces are shown in yellow and pink regions as electron 
depletion and electron accumulation, respectively. The electron gain (-) and loss (+) 

with an isovalue of ± 0.017 |e|/Å 
 
4.3.2 Projected density of states (PDOS) analysis 

The projected density of states (PDOS) was examined to describe the energy of 
states occupied in the surface systems of coke evolution on perfect and defect A-
TiO2 (101) and R-TiO2 (110) surfaces. The effect of the Hubbard U correction at the 
appropriate U value of each catalyst surface and D3 dispersion representing the 
repulsion of electrons in the systems is also studied.  

The negative and positive zone represent the valence and conduction states, 
respectively. The plots of the projected density of state (PDOS) of perfect A-TiO2 

(101) and R-TiO2 (110) surfaces under different methods are expressed, as shown in 
Figure 31. For the A-TiO2 (101), the PDOS profile of the valence state is located 
around −4.25 eV to −0.04 eV for GGA method. For GGA+U4 and GGA+U4-D3 
methods, the valence state is located around −4.21 eV to −0.01 eV and -4.25 eV to -
0.02 eV, respectively. Moreover, the PDOS profile of the conduction state is observed 
in the range of 2.75 eV to 6.40 eV for the GGA method. For GGA+U4 and GGA+U4-D3 
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methods, the conduction state is observed in the range of 3.28 eV to 6.36 eV and 
3.27 eV to 6.35 eV. The energy gap (Eg) is 2.79 eV, 3.29 eV, and 3.29 eV, respectively 
for GGA, GGA+U4, and GGA+U4-D3 methods. For the R-TiO2 (110), the PDOS profile of 
the valence state is located around −6.23 eV to −0.04 eV for the GGA method. For 
GGA+U6 and GGA+U6-D3 methods, the valence state is around −6.36 eV to −0.01 eV 
and -6.37 eV to -0.01 eV, respectively. Moreover, the PDOS profile of the conduction 
state is observed in the range of 0.96 eV to 5.44 eV for the GGA method. For GGA+U6 
and GGA+U6-D3 methods, the conduction state is observed in the range of 1.53 eV 
to 5.34 eV and 1.53 eV to 5.37 eV. The energy gap (Eg) is 1.01 eV, 1.54 eV, and 1.54 
eV, respectively for GGA, GGA+U6, and GGA+U6-D3 methods.  

The results indicated that the addition of U term with/without D3 correction 
shifted the conduction state from the valence state and narrowed the conduction 
state due to the increase in electron repulsion that localized in the d-orbital. The Eg 
of perfect A-TiO2 (101) surface with the addition of U (4 eV) is 3.29 eV, which makes 
the Eg close to the experiment value (3.21 eV [14, 55]). Although the Eg of R-TiO2 (110) 
surface with the addition of U (6 eV) cannot adjust the Eg of the rutile close to the 
experiment (3.00 eV [55]), even though the U value is higher than 7 eV to correct the 
Eg, it will elongate the Ti-O bond distances as M. E. Arroyo-de Dompablo et al. 
revealed that the large U values lead to a poor interatomic distances [15]. Therefore, 
the U at 6 eV can be chosen for the model on the R-TiO2 (110) surface because it 
still gives the Ti-O bond distances around 1.96 Å close to the experiment value (1.94 
– 1.97 Å [56]). 
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Figure 31 The projected density of state (PDOS) of perfect A-TiO2 (101) and R-TiO2 

(110) surfaces in various methods 
 

For C1, C2, and C3 adsorption on A-TiO2 (101) and O-vac A-TiO2 (101) surface in 
the GGA+U4-D3 method are given in Figure 32. After C1 adsorption on the A-TiO2 
(101) surface, the C states has been detected in the conduction band, suggests that 
carbon atomic also interacts with the Ti2 site. When C2 adsorbed on A-TiO2 (101) 
surface, the C peak was found around -0.05 eV to -0.01 eV that is also composed of 
2p orbitals of O atoms, which reveals the bonding of C and O atom. After the C3 
adsorption, the C states has been detected at the top of the valence band and the 
bottom of the conduction band. The result suggests the C atoms interact with both 
O1 and Ti2 sites, which relate to the result of the charge density difference in Figure 
28. 

For C1, C2 and C3 adsorption on O-vac A-TiO2 (101) surface occurs the unpaired 

electronic states of oxygen vacancy were detected between −0.01 eV and −0.89 eV, 
comprised mainly of the Ti-state for C1 and C3 adsorption, while for C2 adsorption 
comprised of the O-state. The C peaks were detected, which indicated the electron 
from the O-vac A-TiO2 (101) transfer to cokes. These peaks correlated with the charge 
accumulation region as pink regions confirmed via the Bader charge analysis, 
illustrated in Figure 30. 
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Figure 32 The projected density of state (PDOS) of C1, C2, and C3 adsorption on A-

TiO2 (101) and O-vac A-TiO2 (110) in GGA+U4-D3 method 
 

For C1, C2, and C3 adsorption on R-TiO2 (110) and O-vac R-TiO2 (110) surfaces in 
the GGA+U6-D3 method, the projected density of state (PDOS) was analyzed as 
shown in Figure 33. The results show that after C1 adsorption on R-TiO2 (110) surface, 

the C peak has been detected between −0.01 eV and −0.13 eV, which comprised 
mainly of the Ti-state. When C2 adsorbed on the R-TiO2 (110) surface, the C states 
were detected at the top of the valence band suggest the composition of 2p orbitals 
of O atoms, which reveals the bonding of C and O atom. However, the PDOS of C2 
adsorption shifted, which indicated that the surface acts as electron depletion and 
implied changes in reactivity as a catalyst, even from Bader charge analysis has small 
negative value. As a result, only the Bader charge analysis might not be able to 
determine the electronic properties.  After the C3 adsorption, the C states has been 
detected at the top of the valence band and the bottom of the conduction band. 
The result suggests the C atoms interact to both O1 and Ti2 sites. These peaks 
related to the charge depletion region confirmed by the Bader charge analysis  
illustrated in Figure 29. 

For C1 adsorption on O-vac R-TiO2 (110) surface occurs the unpaired electronic 

states of oxygen vacancy and the C peak was detected between −0.17 eV and 0.07 
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eV, comprised mainly of the Ti-state. However, no sign of CO molecule was 
detected. For C2 adsorption, the unpaired electronic states of oxygen vacancy were 
detected at -0.94 eV, comprised of the O-state and the C peaks were detected 

between − 0.94 eV and -1.27 eV. For C3 adsorption, the unpaired electronic states of 

oxygen vacancy were found between −0.39 eV and 0.20 eV, comprised mainly of the 
Ti-state and the C peak was found at -0.39 eV. These results correlated to the Bader 
charge analysis, illustrated in Figure 30, indicated when C2 and C3 adsorbed on the 
surface, the electron from the O-vac R-TiO2 (110) transfer to cokes while for C1 
adsorbed, the electron transfer from atomic coke to O-vac R-TiO2 (110) surface. 

 
Figure 33 The projected density of state (PDOS) of C1, C2, and C3 adsorption on R-

TiO2 (110) and O-vac R-TiO2 (110) in GGA+U6-D3 method 
 

To investigate the effect of O-vac on coke adsorption from PDOS profiles for O-
vac A-TiO2 (101) surface, The results indicate that electron transfer from carbon to O-
vac A-TiO2 (101) surface during the coke formation process. For O-vac R-TiO2 (110), 
the occurrence of the unpaired electronic states of oxygen vacancy shifted the 
conduction states close to the Fermi level refers the electrons from the valence 
band will be easier to travel to the conduction band increasing the reactivity of the 
materials and become more reactive catalysts [57].  
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4.4 The effect of temperature on coke formation on TiO2 surfaces 
 
This section describes the effect of temperature during coke adsorption on both 

A-TiO2 (110) and R-TiO2 (110) surfaces is described. To investigate the effect of 
temperature in the range of 400-1000°C, the ∆Gads of coke adsorption on A-TiO2 (101) 
and O-vac A-TiO2 (101) surfaces at different temperatures (°C) is plotted in Figure 34. 
The solid and dash lines represent the coke adsorption on perfect and defect 
surfaces, respectively. As a result of the increased temperature, the ∆Gads have a 
lower negative value, indicating a weaker interaction between cokes and catalyst 
surfaces. For coke adsorption on the A-TiO2 (101) surface, the C1 adsorption has the 
most negative value of ∆Gads while the C2 adsorption has the most negative value of 
∆Gads for O-vac A-TiO2 (101). These results correlated to Bader charge analysis that 
shows a large amount of electrons on the catalyst surface. 

 
Figure 34 The Gibbs free energy changes (∆Gads) of coke adsorption on A-TiO2 (101) 

and O-vac A-TiO2 (101) surfaces in Different temperature (°C) 
 

The ∆Gads of coke adsorption on R-TiO2 (110) and O-vac R-TiO2 (110) surfaces at 
different temperatures (°C) is plotted in Figure 35. The results also exhibit a similar 
trend of the ∆Gads when the temperature is increased as coke adsorption on anatase 
surface. For coke adsorption on R-TiO2 (110) surface, the C2 adsorption has the most 
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negative value of ∆Gads, which correlated to PDOS analysis that of C2 adsorption 
shifted which indicated that surface act as electron depletion. For coke adsorption 
on O-vac R-TiO2 (110) surface, the C1 adsorption has the most negative value of 
∆Gads, which can be caused by the CO formation that might generate a new oxygen 
vacancy site.  

 
Figure 35 The Gibbs free energy changes (∆Gads) of coke adsorption on R-TiO2 (110) 

and O-vac R-TiO2 (110) surfaces in Different temperature (°C) 
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CHAPTER V  
Conclusion 

 
This work explores coke formation on the perfect and defected TiO2. The effects 

of Hubbard U correction and the incorporation of the Van der Waal term on the 
accuracy of the electronic properties and adsorption energy were investigated. The 
results showed that the GGA method is more suitable than the LDA method due to 
the gradient of non-uniformity electron density, which gives a better accuracy result. 
The presence of the Hubbard U correction provides a more accurate quantitative of 
the result. The appropriate U value of A-TiO2 (101) is 4 eV because the structure has 
a small change and no breaking bond, while the appropriate U value of R-TiO2 (110) 
is 6 eV. The Van der Waal correction contributes to the improvement of adsorption, 
promoting more negative adsorption energy. However, the bond length of Ti−O 
bonds on TiO2 surfaces is elongated. For the coke formation on A-TiO2 (101) and R-
TiO2 (110), the electron transfer from coke to surface. The stability adsorbed species 
are in orders: C1 > C2 > C3 on A-TiO2 (101) surface, and C2 > C1 > C3 on R-TiO2 (110) 
surface. For the effect of oxygen vacancy on coke formation, the results reveal that 
C2 is strongly adsorbed on O-vac A-TiO2 (101) and O-vac R-TiO2 (110) surfaces. 
Moreover, when the coke evolved from C1 to C2 and C3, the active site changed 
from O to Ti active site and the electron transfer from catalyst surface to coke. This 
can be suggested that the defect surface is more active than the perfect surface, 
which may lead to higher stability of coke deposition. For the effect of temperature 
in the range of 400-1000°C when the temperature increases, the interaction between 
cokes and catalyst surfaces becomes weaker adsorption strength. Comparing 
between coke formation on A-TiO2 (101) and R-TiO2 (110) surfaces, interaction 
between coke and R-TiO2 (110) surface is stronger than A-TiO2 (101) surface. It is 
suggested that the coke formation on the R-TiO2 (110) surface is more severe than on 
the A-TiO2 (101) surface. Thus, prohibiting the phase transformation during the 
reaction is key to a high-performance TiO2 catalyst for a thermocatalytic process. 
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APPENDIX A 
CALCULATON FOR ADSORPTION ENERGY 

 
The adsorption energy (Eads) follows the equation below: 
 

Eads (eV) = ECn/surface – (ECn + Esurface)                              (A1)                                  
 
where ECn/surface is the total energy of the adsorption of Carbon n atom on catalyst 
surfaces, ECn is the total energy of isolate coke n atom in a vacuum, and Esurface is the 
total energy of the surface, respectively.  
For example, the model of C1 adsorption on A-TiO2 (101) surface with the total 
energy is illustrated as shown in Figure A1.  

 

 
Figure A1 The model of C1 adsorption on A-TiO2 (101) surface with the total energy 

 
Eads (eV) = EC1/surface – (EC1 + Esurface)                                 
            = -393.25 – ((-1.26) + (-387.50)) 
            =  -4.49 eV  
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APPENDIX B 
CALCULATON FOR FORMATION ENERGY 

The formation energy was determined from the equation: 
 

Eform (eV) =  EO−vac − Eperfect  +  
1

2
 EO2                       (A2) 

 
where  EO2 is the total energy of O2 molecules (eV), EO−vac   is the total energy of 
the surface with oxygen vacancy (eV), and Eperfect  is the total energy of the surface 
without oxygen vacancy (eV) 
 
For the formation energy of O-vac A-TiO2 (101) surface in GGA method at O1, O2, and 
O3 active sites on surface can be calculate as equation below 

Efrom,O1 = (-417.38) – (-427.31) + (-4.94) = 4.99 eV 
Efrom,O2 = (-416.96) – (-427.31) + (-4.94) = 5.42 eV 
Efrom,O3 = (-417.16) – (-427.31) + (-4.94) = 5.21 eV 

 
For the formation energy of O-vac R-TiO2 (110) surface in GGA method at O1 and O2 
active sites on surface can be calculate as equation below 

Efrom,O1 = (-625.98) – (-634.28) + (-4.94) = 3.37 eV 
Efrom,O2 = (-625.20) – (-634.28) + (-4.94) = 4.14 eV 
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APPENDIX C 
CALCULATON FOR GIBBS FREE ENERGY 

For example, Gibbs free energy of carbon adsorption on A-TiO2 (101) surface at 400°C 
(673 K)  
Table C1 Vibrational frequency of carbon adsorption on A-TiO2 (101) surface at 673 K 

C1 (Ads)  

ω (cm-1) ω (s-1) qvib ZPE (eV) 
1357.330752 4.07x1013 1.06 0.0842 

277.785618 8.33 x1012 2.23 0.0172 
197.86832 5.94 x1012 2.90 0.0123 

C2 (Ads) 

ω (cm-1) ω (s-1) qvib ZPE (eV) 
1927.6063 5.78E+13 1.02E+00 0.1196 

771.91323 2.32E+13 1.24E+00 0.0479 

620.9045 1.86E+13 1.36E+00 0.0385 
488.49522 1.47E+13 1.54E+00 0.0303 

470.46304 1.41E+13 1.58E+00 0.0292 
187.12568 5.61E+12 3.03E+00 0.0116 

C3 (Ads) 

ω (cm-1) ω (s-1) qvib ZPE (eV) 
1850.357225 5.55E+13 1.02E+00 0.1148 

1436.566063 4.31E+13 1.05E+00 0.0891 

819.687429 2.46E+13 1.21E+00 0.0508 
483.298876 1.45E+13 1.55E+00 0.0300 

458.182288 1.37E+13 1.60E+00 0.0284 

397.180421 1.19E+13 1.75E+00 0.0246 
296.73465 8.90E+12 2.13E+00 0.0184 

197.358948 5.92E+12 2.90E+00 0.0122 

142.436169 4.27E+12 3.81E+00 0.0088 
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1. Convert the vibrational frequency (𝛚) unit from cm-1 to s-1 following equation  
 

             𝛚(s-1) = 𝛚 (cm-1) x c (cm/s)                                     (C1) 
 

where c is the speed of light equal to 3x1010 cm/s 
2. Calculate the qvib following equation  
 

    qvib = 1

(1−e(−h𝛚 KBT)⁄ )
                                        (C2) 

 

where Planck’s constant (h) is 4.14×10–15 eV s–1, the Boltzmann constant (KB) is 
8.617×10-5 eV K–1, vibrational frequency (𝛚, s-1), and the temperature (T) in kelvin 

3. Calculate the total vibrational partition function (Qvib) following equation  
 

Qvib = ∏ qvibi
n
1                                                    (C3) 

 
where the total vibrational partition function (Qvib) of the adsorbed system in the 

measurement from vibrational analysis 

4. Calculate the zero-point energy (ZPE) following equation 
 

ZPE = ∑
hνi

2
                                                (C4) 

 
where EZPE is the zero-point energy of the adsorbed system 
5. Gibbs free energy (G) of carbon adsorption were calculated by 

 

Gi = Ei + ZPEi - RTlnQvib                                       (C5) 
 

where Ei is the total energy of species i provided from a normal DFT calculation, EZPE 

is the zero-point energy of adsorbed system, the gas constant (R) is 8.62×10-5 eV K–1, 

and Qvib is the total vibrational partition function of adsorbed system in which the 
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measurement from vibrational analysis, the results from the above in Table C1 was 

using to calculate the Qvib and Gi are shown in Table C2. 

Table C2 Qvib and EZPE of Carbon adsorption on A-TiO2 (101) surface at 673 K 

Adsorbed system Qvib ZPE (eV) E (eV) E+ZPE (eV) G (eV) 

C1 (gas) 1.25E+07 0.00E+00 -1.26E+00 -1.26E+00 -2.21E+00 
surface 0.00E+00 0.00E+00 -3.87E+02 -3.87E+02 -3.87E+02 

C1 (ads) 6.84E+00 1.14E-01 -3.93E+02 -3.93E+02 -3.93E+02 
C2 (gas) 6.46E+07 1.14E-01 -9.66E+00 -9.55E+00 -1.06E+01 

surface 0.00E+00 0.00E+00 -3.87E+02 -3.87E+02 -3.87E+02 

C2 (ads) 1.26E+01 2.77E-01 -4.02E+02 -4.01E+02 -4.01E+02 
C3 (gas) 2.06E+08 2.21E-01 -1.90E+01 -1.88E+01 -1.99E+01 

surface 0.00E+00 0.00E+00 -3.87E+02 -3.87E+02 -3.87E+02 

C3 (ads) 1.32E+02 3.77E-01 -4.09E+02 -4.09E+02 -4.09E+02 
 

6. Calculate the zero-point energy (∆EZPE) of adsorbed system following equation 
 

∆EZPE = [ E+ ZPE (Ci (ads) ] – [ E+ ZPE (surface) ] - [ E+ ZPE (Ci (gas) ]         (C6) 
 

where Ei is the total energy of species i provided from a normal DFT calculation, EZPE 
is the zero-point energy of the adsorbed system 
7. Gibbs free energy changes (∆G) of carbon adsorption were calculated by 

 

∆Gads = G (Ci (ads) – G (surface) – G (Ci (gas)                      (C7) 

 

where G (Ci (ads) is the Gibbs free energy of carbon adsorbed species i, G (surface) is 

the Gibbs free energy of surface before carbon adsorption, and (Ci (gas) is the Gibbs 

free energy of isolate carbon species i 
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For example, ∆G of C1 adsorption on A-TiO2 (101) surface at 673 K can be calculate 

as equation below 

∆GC1 = (-393.25) – (-387.50) – (-2.21) = -3.54 eV 

the results from the above in Table 7 was using to calculate the ∆EZPE and ∆Gads are 

shown in Table C3. 

Table C3 The Gibbs free energy changes (∆G) and (∆EZPE) of carbon adsorption on A-
TiO2 (101) surface at 673 K 

Carbon adsorption ∆EZPE (eV) ∆Gads (eV) 

C1 -4.37 -3.54 

C2 -4.23 -3.34 

C3 -2.57 -1.74 
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